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Abstract

This paper is the first review into the automatic analysis of speech for use as an objective predictor of depression and suicidality. Both conditions are major public health concerns; depression has long been recognised as a prominent cause of disability and burden worldwide, whilst suicide is a misunderstood and complex course of death that strongly impacts the quality of life and mental health of the families and communities left behind. Despite this prevalence the diagnosis of depression and assessment of suicide risk, due to their complex clinical characterisations, are difficult tasks, nominally achieved by the categorical assessment of a set of specific symptoms. However many of the key symptoms of either condition, such as altered mood and motivation, are not physical in nature; therefore assigning a categorical score to them introduces a range of subjective biases to the diagnostic procedure. Due to these difficulties, research into finding a set of biological, physiological and behavioural markers to aid clinical assessment is gaining in popularity. This review starts by building the case for speech to be considered a key objective marker for both conditions; reviewing current diagnostic and assessment methods for depression and suicidality including key non-speech biological, physiological and behavioural markers and highlighting the expected cognitive and physiological changes associated with both conditions which affect speech production. We then review the key characteristics; size, associated clinical scores and collection paradigm, of active depressed and suicidal speech databases. The main focus of this paper is on how common paralinguistic speech characteristics are affected by depression and suicidality and the application of this information in classification and prediction systems. The paper concludes with an in-depth discussion on the key challenges – improving the generalisability through greater research collaboration and increased standardisation of data collection, and the mitigating unwanted sources of variability – that will shape the future research directions of this rapidly growing field of speech processing research.
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Clinical depression is a psychiatric mood disorder, caused by an individual’s difficulty in coping with stressful life events, and presents persistent feelings of sadness, negativity and difficulty coping with everyday responsibilities. In 2002 the World Health Organisation (WHO) listed unipolar depression as the fourth most significant cause of disability worldwide, and predicted it will be the second leading cause by 2030 (Mathers and Loncar, 2006). Olsen et al. (2012) estimated that in 2010 the cost per patient of depression in Europe was €24,000 (in terms of relative value assessed across 30 European countries) and the total cost of depression in the European Union was €92 billion,
with £54 billion of this cost due to lost work productivity. Similarly in the United States, Stewart et al. (2003) estimated that in 2002, workers with depression cost the U.S. economy $44 billion in lost productivity (due either to absence from work or reduced performance), an increase of $31 billion when compared to the lost productivity costs for U.S. workers without depression.

Suicide is the result of a deliberate self-inflicted act undertaken with the intent to end one’s life. Recently WHO estimated that over 800,000 people die from suicide every year and there are at least 20 times more attempted suicides (World Health Organisation, 2014). Often a private act, suicide has a profound negative impact on lives of those left behind; it is estimated that a single suicide intimately affects at least 6 other people (McIntosh, 2009). Despite the high socio-economic costs inflicted onto affected individuals, families and communities it remains a misunderstood and under-researched cause of death.

Depression often places an individual at higher risk of engaging in suicidal behaviours (Hawton et al., 2013; Lépine and Briley, 2011). It has been estimated that up to 50% of individuals who commit suicide meet criteria for a clinical diagnosis of a depressive illness (Joiner et al., 2005; McGirr et al., 2007). Given the associations between depression and suicide, effective diagnosis and treatment of depression has been identified as a key strategy in suicide prevention (Mann et al., 2005). Specific screening for suicide risk should also be undertaken for all individuals undergoing assessment or treatment for depression (Hawton and van Heeringen, 2009).

As there is no single clinical characterisation of a suicidal or depressed individual; this makes the diagnosis of both suicide risk and depression subjective in nature and time consuming. Gold-standard diagnostic and assessment tools for depression and suicidality remain rooted, almost exclusively, on the opinion of individual clinicians risking a range of subjective biases. Commonly used diagnostic tools include interview style assessment such as the Hamilton Rating Scale for Depression (Hamilton, 1960) and Suicide Probability Scales (Cull and Gill, 1982). These assessments rate the severity of symptoms and behaviours observed in depression or suicidality to give a patient a score which relates to their level of depression or suicide risk.

Diagnosis using this style of testing is complicated; it relies heavily on the ability, desire and honesty of a patient to communicate their symptoms, moods or cognitions when, by definition, their outlook and motivation are impaired. Therefore diagnostic information is time consuming to gather and requires a large degree of clinical training, practice, and certification to produce acceptable results (Mundt et al., 2007). Currently there is no objective measure, with clinical utility, for either depression or suicidality; this compromises optimal patient care, compounding an already high burden on health, social, and economic services.

To enhance current diagnostic methods an objective screening mechanism, based on biological, physiological and behavioural signals is needed. A wide range of biological markers such as low serotonin levels (Nock et al., 2008; Sharp and Cowen, 2011), neurotransmitter dysfunction (Luscher et al., 2011; Poulter et al., 2008) and genetic abnormalities (Dwivedi et al., 2003; Gatt et al., 2009) have been associated with depression and suicidal behaviour, however to date no specific biomarker has been found. Whilst biomarkers remain elusive, significant recent advances have been made in using affective computing and social signal processing as a diagnostic tool, for depression specifically (Cohn et al., 2009; Cummins et al., 2013c; Joshi et al., 2013; Scherer et al., 2013c; Williamson et al., 2013). These systems rely in particular on facial and body tracking algorithms to capture characteristic behavioural changes relating to depression.

In recent years, the problem of automatically detecting mental illness using speech, more specifically non-verbal paralinguistic cues has gained popularity. Speech is an attractive candidate for use in an automated system; it can be measured cheaply, remotely, non-invasively and non-intrusively. Clinicians often (subjectively) use the verbal behaviour of a patient during diagnosis; decreased verbal activity productivity, a diminished prosody and monotonous and “lifeless” sounding speech is indicative of depression (Hall et al., 1995; Sobin and Sackheim, 1997). Similarly it has been reported that as an individual becomes suicidal their speech quality changes to a hollow and toneless sound (Silverman, 1992).

Similar speech processing frameworks are likely to be effective when applied to assessment of either depression or suicide risk. Such a tool could be of great use in primary health care settings. Between 50% and 70% of individuals experiencing depression will consult their primary health care provider (Sikorski et al., 2012). However it has been estimated that General Practitioners have only a 50% success rate when diagnosing depressed individuals (Mitchell et al., 2009). Additional methods for early diagnosis could have a significant effect on suicide prevention, given that in up to 66% of suicides, patients have contacted a primary health care provider within a month prior to their death (Mann et al., 2005).

Whilst there has been significant research into correlations between prosodic, articulatory and acoustic features of speech and clinical ratings of both depression (Cummins et al., 2011; Flint et al., 1993; Low et al., 2011; Moore et al., 2008; Mundt et al., 2007; Nilsonne, 1988; Scherer et al., 2013b; Trevino et al., 2011; Williamson et al., 2013) and suicidality (Scherer et al., 2013a; Silverman and Silverman, 2006; Silverman, 1992) as well as work on the automatic analysis of speech as a predictor for both conditions (France et al., 2000; Ozdaz et al., 2004a; Yingthawornsuk et al., 2007), there has never been an extensive review of this literature.

In order to investigate how speech might be used to index or classify depression or suicidality, it is necessary
to first understand how current diagnostic methods are used and what aspects of these may be relevant to speech analysis. As speech potentially represents just one diagnostic aid modality it is important to highlight current research into associated biological, physiological and behavioural markers as to gain understandings as to how speech could be used to augment systems analysis methods based on these systems. It is also instructive to review the characteristics of depressed and suicidal speech databases, to understand what kinds of data collection protocols and objectives already exist and are well suited for research in this area.

Primarily this literature review has been carried out to discuss the suitability of speech based features as a marker for both conditions and to review the investigations that have been carried out into the automatic analysis of speech as a predictor of suicidality and depression. This article concludes with some of the major challenges and potential future research directions associated with this potentially lifesaving field of speech processing research.

2. Current diagnostic methods

2.1. Defining clinical depression

The Diagnostic and Statistical Manual of Mental Disorders (DSM) published by the American Psychiatric Association is the most widely used resource in the diagnosis of mental disorders. It was first published in 1952 and is currently in its 5th edition (American Psychiatric Association, 2013). The DSM was designed to provide a common language and standard criteria for the classification of mental disorders, classifying disorders by their observed symptoms and the clinical course of the disorder.

The exact causes of depression are not universally agreed upon, it is generally considered to be a dysfunction reduced activity and connectivity of cortical-limbic systems (Deckersbach et al., 2006; Evans et al., 2006; Mayberg et al., 2005; Niemiec and Lithgow, 2005), resulting from interactions between a genetic predisposition and environmental factors including stress and emotional trauma (Nestler et al., 2002). Whilst most people feel some form of depression in their life, it is considered an illness, according to the DSM definition, when an individual has either a depressed mood or markedly diminished interest or pleasure in combination with four or more symptoms, shown in Table 1, for longer than a two-week period.

The DSM has often been criticised for the homogenous way it defines the boundaries between mental illnesses, leaving diagnosis open to subjective biases where a proper patient assessment does not have to be done to achieve a diagnosis (Brown et al., 2001; Kamphuis and Noordhof, 2009; Lux and Kendler, 2010; Oquendo et al., 2008; Stein et al., 2010; Watson, 2005). Noting that at least four of the DSM symptoms listed in Table 1 comprise two distinct manifestations, there are at least 1497 unique profiles of depression (Østergaard et al., 2011). Using the DSM it is possible for two depressed individuals, sharing no overlapping symptoms, to receive the same diagnosis (Balsters et al., 2012).

2.2. Diagnosing depression

The diagnosis of depression, especially in primary care settings, is difficult. The large variation in depression profiles introduces a large degree of complexity when trying to fit the clinical profile of a depressed individual into an objective categorical level i.e. low or high level depression (Mitchell et al., 2009). Diagnosis is often further complicated by; the modest rate of clinical depression seen in primary settings increasing the chances of misidentifications, the time consuming nature of diagnosis, physical symptoms masking their underlying cause, and not all depressed patients outwardly express emotional symptoms such as sadness or hopelessness (Mitchell et al., 2009; Schumann et al., 2012).

2.2.1. Assessment tools for depression

Commonly used assessment tools include interview style assessments such as the Hamilton Rating Scale for Depression (HAMD, Hamilton (1960)) or self-assessments such as the Beck Depression Index (BDI) originally published in 1961 and revised in 1996 (Beck et al., 1996). Both assessment methodologies rate the severity of 21 symptoms observed in depression, to give a patient a score which relates to their level of depression. The major differences between the two scores are that HAMD is a clinician-rated questionnaire that can be completed in 20–30 min, while BDI is a self-reported questionnaire which can be completed in as little as 5–10 min. Both scales use different items; the HAMD favours neuro-vegetative symptoms (symptoms that affect an individual’s day to day functioning such as weight, sleep, psychomotor retardation and fatigue) whilst the BDI favours negative self-evaluation symptoms, and different weighting schemes when producing their total score. Both assessments have been shown to have predictive validity and consistency when differentiating depressed from non-depressed patients (Cusin et al., 2010; Maust et al., 2012).

The HAMD has long been regarded as the gold standard assessment tool for depression for both diagnosis and

| Table 1: Symptoms associated with depression (American Psychiatric Association, 2013). |
|---------------------------------|---------------------------------|
| Depressed Mood and/or Markedly diminished interest or pleasure |
| In combination with four of: |
| Psychomotor retardation OR agitation |
| Diminished ability to think/concentrate OR Increased indecisiveness |
| Fatigue OR Loss of energy |
| Insomnia OR hypersomnia |
| Significant weight loss OR weight gain |
| Feelings of worthlessness OR Excessive/inappropriate guilt |
| Recurrent thoughts of death OR Recurrent suicidal ideation |
research purposes, although this status continually comes into question (Bagby et al., 2004; Gibbons et al., 1993; Maust et al., 2012). The HAMD assessment rates the severity of symptoms observed in depression, such as low mood, insomnia, agitation, anxiety and weight loss, to give a patient a score which relates to their level of depression. The clinician must choose the possible responses to each question by interviewing the patient and observing the patient’s symptoms. Each of the 21 questions has 3–5 possible responses which range in severity; scored between 0–2, 0–3 or 0–4 depending on the importance of the symptom they represent (see Appendix A for HAMD questionnaire). The scores are summed and the total is arranged into 5 categories; Normal (0–7), Mild (8–13), Moderate (14–18), Severe (19–22) and Very Severe (≥23).

Whilst the aggregate HAMD score has been proven to have predictive validity for determining if an individual is suffering depression, it is often criticised for its inability to rank patient in terms of their severity status (Gibbons et al., 1993) due in part the favouring neuro-vegetative symptoms (Maust et al., 2012) and weak interrater and retest coefficients at the individual item/question level (Bagby et al., 2004). Further, there is evidence that the HAMD total score is less sensitive measure of overall depressive severity than subscales derived from a more limited subset of scale items (Bech et al., 1981; Faries et al., 2000). Bech et al. (1981) show the Melancholia Subscale – consisting of only six items out of the HAMD; depressed mood, guilt, work and interests, retardation, psychic anxiety, and general somatic symptoms is as sufficient as the HAMD total when measuring severity of depression. Faries et al. (2000) report similar results for the Maier and Phillips Severity Subscale and Gibbons Global Depression Severity Subscale.

The BDI is the most widely use self-reported measure of depression (Cusin et al., 2010). It contains 21 items covering key cognitive, affective, and somatic symptoms observed in depression with a heavy focus on negative self-evaluations such as self dislikes and self-criticisms. Each question is scored as 0, 1, 2, or 3 depending on the importance of the symptom observed in depression, such as low mood, suffering depression, it is often criticised for its inability to rank patient in terms of their severity status (Gibbons et al., 1993). Commonly used depression rating scales with predictive validity (Maust et al., 2012). Table 2, including the HAMD and BDI are discussed further in Maust et al. (2012), and other rating scales with clinical validity they discuss include: 10-item Montgomery–Åsberg Depression Rating Scale (MADRS), the 16-item Quick Inventory of Depressive Symptomology (QIDS) and the 9-item Patient Health Questionnaire (PHQ-9).

### 2.3. Defining suicidality

Suicidality is defined as a behaviour not an illness or a disease, and it is believed to be the result of individual susceptibility due to a wide range of triggering events and intertwined risk factors (Table 3). Suicidal behaviours range on a complex spectrum from suicidal thoughts, to non-fatal attempts, through to fatal acts, with all varying in terms of intention, impulsivity, seriousness and lethality (Goldney, 2008; Mann, 2003). It is believed that a similar cognitive process underlies most suicide attempts. Theories that attempt to explain this processes include the Interpersonal Theory (Van Orden et al., 2010), the Cry of Pain Model (Florentine and Crane, 2010) and the Stress-Diathesis Model (Mann, 2003). Common themes amongst these models include stressful life events, mental health issues, feelings of hopelessness and impulsivity and aggression.

As the exact underlying causes of both depression and suicidality are unknown, drawing parallels between the neurobiological factors which increase an individual’s susceptibility to either depression or suicidality is a complicated task. The relationship between the two conditions is discussed in Section 2.5 and potential underlying neurobiological causes in Section 3.1.

Suicidal risk factors are defined as sufficient but not necessary conditions needed for an individual to engage in suicidal behaviours, they represent a long-term risk (months/years) for engaging in suicidal behaviours. Due to ethical and logistical challenges associated with studying suicidality, more data are needed to identify empirical correlations between risk factors and suicidality (Prinstein, 2012). A range of depression ratings, Table 2, including the HAMD and BDI are discussed further in Maust et al. (2012), and other rating scales with clinical validity they discuss include: 10-item Montgomery–Åsberg Depression Rating Scale (MADRS), the 16-item Quick Inventory of Depressive Symptomology (QIDS) and the 9-item Patient Health Questionnaire (PHQ-9).

<table>
<thead>
<tr>
<th>Scale</th>
<th>Acronym</th>
<th>Reference</th>
<th>Clinician-Led</th>
<th>Self-Report</th>
<th>Number of items</th>
<th>Minutes to complete</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamilton Rating Scale for Depression</td>
<td>HAMD</td>
<td>Hamilton (1960)</td>
<td>✓</td>
<td>✓</td>
<td>17 or 21</td>
<td>20–30</td>
</tr>
<tr>
<td>Beck Depression Inventory</td>
<td>BDI</td>
<td>Beck et al. (1961)</td>
<td>✓</td>
<td>✓</td>
<td>21</td>
<td>5–10</td>
</tr>
<tr>
<td>Montgomery–Åsberg Depression Rating Scale</td>
<td>MARSD</td>
<td>Montgomery and Asberg (1979)</td>
<td>✓</td>
<td>✓</td>
<td>10</td>
<td>20–30</td>
</tr>
<tr>
<td>Quick Inventory of Depressive Symptomology</td>
<td>QIDS</td>
<td>Rush et al. (2003)</td>
<td>✓</td>
<td>✓</td>
<td>16</td>
<td>5–10</td>
</tr>
<tr>
<td>Patient Health Questionnaire</td>
<td>PHQ-9</td>
<td>Kroenke et al. (2001)</td>
<td>✓</td>
<td>✓</td>
<td>9</td>
<td>&lt;5</td>
</tr>
</tbody>
</table>
Known risk factors include: an individual’s age and gender (younger 15–24 year olds and older 65+ males are at higher risk of suicide (Brendel et al., 2010; Cantor, 2008)), an individual’s psychiatric diagnosis, (Brendel et al., 2010), a history of suicide behaviour (Brendel et al., 2010), a family history of suicide (Brendel et al., 2010) and personality type (Van Orden et al., 2010). An individual who is having a suicidal crisis is at imminent risk (minutes, hours, days) of attempting suicide. Periods of exceptionally high risk are relatively short lived; on average attempts can be contemplated for as little as 5 min up to 1 h (Florentine and Crane, 2010). A pre-suicidal individual may display a range of intense affective states such as desperation, extreme hopelessness, feelings of abandonment, self-hatred, rage, anxiety, loneliness and guilt (Hendin et al., 2007). It is not understood why people attempt suicide. According to the Stress-Diathesis Model there exists a threshold level which varies for every individual. This threshold is determined by a wide range of factors including the individual’s genetic predisposition, biochemical factors and personality traits as well as their physiological and emotional state at the time of a suicidal crisis (Mann, 2003).

2.4. Suicidal risk assessment

The aim of assessment is to quantify the suicidal ideation level of an at-risk individual. Assessment is complicated by the range of suicidal behaviours which includes initial ideation, non-fatal attempts and completed suicides. Bisconer and Gross (2007) list a range of socio-demographic and clinical factors associated with a complete assessment of suicidality including: assessing a patient’s mental status, history of psychiatric illness, history of substance abuse, suicide ideation and history, parasuicidal behaviours and social support systems; see Appendix B for the complete list.

Assessment is extremely difficult, and the lack of specificity factors associated with suicide behaviour and the infrequency of attempts even among at-risk patients often results in a high number of false positive predictions (Goldney, 2008). Some suicidal patients may present an outwardly calm façade: deciding to attempt suicide can end a patient’s anguish so they will openly lie about their intent, not wanting intervention resulting in a high number of false negative predictions (Hendin et al., 2001). Further complicating the task are factors such as irrational reasoning for engaging in suicidal behaviours (Maris, 2002), distrust and poor communication between patients and clinicians (Hendin et al., 2001), the honesty of the patients when completing the questionnaire (Cochrane-Brink et al., 2000), varying suicide ideation level (Beck et al., 1999) and periods of highest risk being short lived contemplation for attempts ranging between 5 min up to 1 h (Florentine and Crane, 2010).

2.4.1. Assessment tools for suicidal risk

Predictive scales for suicide risk have been developed, however on the basis of aggregate data, with a lack of specificity for subsequent suicidal behaviour in the individual person (Goldney, 2008). Two clinical predictive scales with predictive validity that attempt to account for the wide range of socio-demographic and clinical factors associated with suicidality include the Suicide Probability Scales (SPS, Cull and Gill (1982)) and the Reasons for Living Inventory (RFL, Linehan et al. (1983)). The SPS is a 36 item questionnaire, answered on a 4 point scale, designed to be a measure of suicidal risk. The items are designed to capture particular feelings and behaviours related to suicidal behaviours such as level of suicide ideation, hopelessness, hostility and anger impulsivity. The RFL is a 48 item questionnaire, answered using the Likert Scale, which is arranged into six subscales: survival and coping beliefs, responsibility to family, child concerns, fear of suicide, fear of social disproval, and moral objections. A lower overall score, the average of the 6 subscale scores, indicates a more imminent risk of the patient attempting suicide.

Although not specifically designed for assessing suicidality, the Beck Hopelessness Scale (BHS, Beck and Steer (1988)) has been found to have proven predictive validity. The BHS is a 20-item self-report inventory designed to measure feelings about the future, loss of motivation, and future expectation. The BHS has been found to be one of the better predictors of suicide up to a year in advance (Cochrane-Brink et al., 2000) and has been shown to be a better predictor than scales designed specifically for assessing suicidal behaviour (Bisconer and Gross, 2007).

2.5. Depression and suicidality

Suicide is a more common cause of death for individuals with psychiatric disorders than it is in the general population; it has been estimated that up to 90% of suicide attempters have a diagnosable psychiatric condition (Brendel et al., 2010; Mann, 2003). Psychiatric disorders associated with increased suicide risk include mental illnesses such as depression, bi-polar disorder and schizophrenia, and substance abuse. But despite the high prevalence in suicidality, psychiatric disorders cannot be regarded as a reliable predictor of suicide as only a small number of
people diagnosed with a psychiatric disorder will engage in suicidal behaviour. Brown et al. (2000) found over a 20 year period, in a prospective study to determine suicidal risk factors, there were 49 (1%) suicides and 170 (3%) natural deaths in a group of 6891 psychiatric outpatients.

Among psychiatric disorders associated with suicidality, depression is the most strongly associated (Hawton et al., 2013; Lépine and Briley, 2011). Patients with unipolar depression are up to twenty times more likely to commit suicide than an individual who has never had an affective or mood disorder (Lépine and Briley, 2011). Risk factors for depressed individuals engaging in suicidal behaviours include: depression severity, increased feelings of hopelessness, negative ruminations and desires of escapism, gender (males have a greater tendency to commit suicide), substance abuse, a family history of suicide and psychiatric disorders and a history of suicidal ideation and suicide attempts (Beck and Alford, 2008; Bolton et al., 2010; Hawton et al., 2013; McGirr et al., 2007). Depression also greatly increases an individual’s chances of engaging in non-lethal suicidal behaviours (Kessler et al., 2005; Verona et al., 2004).

Despite the strong links, suicides are still infrequent amongst depressed individuals. Mattisson et al. (2007) found over a 50 year period, in a study of personality traits and mental disorders, a suicide rate of 5% in of a cohort of 344 depressed patients. In a similar study, Coryell and Young (2005) report, over a 21 year period, a suicide rate of 4.2% for a cohort of 785 depressed patients. Neither depression nor suicidality are necessary and sufficient conditions for each other; not everybody with depression commits suicide and not everybody who commits suicide is depressed. It is unclear as to why this is as the risk factors identified for increased suicide risk in depression are similar to those for suicide in general (Bolton et al., 2010; Hawton et al., 2013). Therefore the continual assessment of suicide risk for patients undergoing depression treatments is an integral part of suicide prevention in this at-risk group (Hawton and van Heeringen, 2009; Hawton et al., 2013; Mann et al., 2005).

3. Objective markers for depression and suicidality

Diagnosis on the basis of a set of observable behavioural signals or measurable biomarkers has not been fully embraced in mainstream psychiatry; however research in these fields is gaining in popularity. The focus of Section 3 is on non-speech based markers for depression and suicidality. Given the wide clinical profile of both conditions, it is likely that a multifaceted approach will be needed to find a true objective marker (Section 8); therefore it is important to briefly review the current research into associated biological, physiological and behavioural markers.

Objective markers of either condition have a wide range of potential uses in psychology. They could be used as an objective diagnostic aid in primary care settings and specialist clinics, provide a low effort tool for the automatic gathering and analysing of information over large populations and to provide immediate feedback and therapeutic advice for susceptible people. Proper sensing of non-verbal behavioural based cues could be used in a smartphone platform for remote diagnosis, assist in emergency triage situations as well as also provide support for an interactive virtual tool for use as diagnostic training aids (Scherer et al., 2013c). New areas of research could open up through the design and building of new scientific tools, such as building of diagnostic aids or tools to help locate potential markers. Ultimately research into objective biological, physiological and behavioural markers has the potential to help reduce the large socio-economic costs associated with these conditions and improve the psychiatric diagnosis accuracy and treatment efficacy for many mental illnesses (Balsters et al., 2012; Costanza et al., 2014).

3.1. Biological and physiological markers

The identification of biological and physiological markers associated with depression and suicidal behaviour is a key component in the search of objective markers for both conditions. However, due to the heterogeneity, range of comorbid conditions and the lack of simplistic one-to-one relationships between genes and behaviours (Hasler et al., 2004), this search has had limited success. The best known biological marker for both conditions is a lowered level of the molecular marker serotonin (Nock et al., 2008; Sharp and Cowen, 2011). However, whilst lower serotonin levels are reported in individuals who are depressed or suicidal, it is a non-specific marker and at best appears to represent a vulnerability to either mental state. It can also occur in healthy individuals with a family history of mental illnesses (Asberg, 1997) and people who engage in impulsive and/or aggressive behaviours (Mann, 2003; Nock et al., 2008; Roy et al., 2008). Low functioning of the neurotransmitter gamma-aminobutyric acid (GABA) has been linked with a vulnerability to both depression (Croarkin et al., 2011) and suicidality (Poulter et al., 2008). GABA transmission is also associated with increased stress reactivity (Hasler and Northoff, 2011) and inhibitory feedback loops (Croarkin et al., 2011).

3.1.1. Markers for depression

Neuroimaging studies suggest the interactions between the cortical and limbic systems play a major role in the onset of depression (Evans et al., 2006; Kemp et al., 2008; Niemiec and Lithgow, 2005; Sheline, 2003). Interactions between the brain-derived neurotropic factor (BDNF) gene and stress exposure have been linked to increased risk for comorbid depression and anxiety disorders (Gatt et al., 2009). There is evidence for the role of the basal ganglia, the area in the brain responsible for motor co-ordination connected to both the limbic system and prefrontal cortex, in the development of depression (Ring, 2002). Depression has also been associated with
small hippocampal volumes (MacQueen and Frodl, 2011). Frodl et al. (2007) found, in a sample of 60 depressed patients, smaller hippocampal volume when compared to the same number of, age and gender matched, controls. The authors also report, for combined cohort of both depressed patients and matched controls, that smaller hippocampal volumes are linked with the BDNF gene, concluding that BDNF abnormalities may represent a marker for increased risk of depression.

Other biomarkers associated with depression include molecular markers; such as insulin and serum (Domenici et al., 2010; Schmidt et al., 2011), protein molecules such as cytokines (Schmidt et al., 2011), and steroid hormones such as salivary cortisol levels (Owens et al., 2014). Physiological biomarkers include galvanic skin responses (Schneider et al., 2012), cardiovascular dysregulation (Carney et al., 2005), saccadic eye movements (Steiger and Kimura, 2010) and changes in REM sleep parameters (Hasler et al., 2004).

3.1.2. Markers for suicidality

Clinical studies of families, twins and adoptees show there is a genetic susceptibility to engaging in suicidal behaviour (Mann, 2003; Roy et al., 2008) but it is thought that this susceptibility is only likely to manifest itself in an individual at times of severe stress or suffering from a major psychiatric disorder (Roy et al., 2008). It is hypothesised that changes to the limbic system can alter a person’s risk of engaging in suicidal behaviours as it plays a major role in influencing their depression and stress response (Sequeira et al., 2007). Decreases in the size of the basal ganglia have also been reported in individuals who have had recently attempted suicide (Vang et al., 2010).

Differing levels of serotonin and dopamine have been reported in the basal ganglia between suicidal individuals and controls (Ryding et al., 2006). Research has shown individuals who die by suicide have lower levels of serotonin (Mann, 2003; Nock et al., 2008; Roy et al., 2008), but as already mentioned, low serotonin levels are non-specific to suicidal behaviour. Recently it has reported that lower levels of the serotonin metabolite – 5-HIAA – in the cerebrospinal fluid is associated with short-term suicidal risk (Costanza et al., 2014; Jokinen et al., 2008). BDNF abnormalities have also been associated with suicidal behaviours (Costanza et al., 2014; Dwivedi et al., 2003). Dwivedi et al. (2003) found, in a post mortem study, statistically significant reduced levels of BDNF in both the prefrontal cortex and hippocampus in 27 suicide subjects, regardless of psychiatric diagnosis, compared with that of a matched control group. Le-Niculescu et al. (2013) found blood molecule abnormalities associated with the gene SAT1 in the blood of nine different men who had killed themselves. They also found high SAT1 levels in 49 male patients hospitalised for suicidal behaviours. For a more in-depth discussion of biomarkers of suicide, the reader is referred to Costanza et al. (2014).

3.2. Behavioural markers

Although a large part of human communication is non-verbal and large parts of this channel of communication are beyond conscious control, current diagnostic methods for depression and suicidality do not utilise this extra information (Balsters et al., 2012).

3.2.1. Markers for depression

Including many speech based markers discussed in depth in Section 6, there are a variety of behavioural signals that can be used to distinguish between depressed and healthy individuals (Table 4). Recently preliminary

Table 4

<table>
<thead>
<tr>
<th>Behavioural Signal</th>
<th>Effect</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social Interaction</td>
<td>↓</td>
<td>Bos et al. (2002) and Hall et al. (1995)</td>
</tr>
<tr>
<td>Clinical Interaction</td>
<td>↓</td>
<td>Parker et al. (1990)</td>
</tr>
<tr>
<td>Gross Motor Activity</td>
<td>↑</td>
<td>Balsters et al. (2012), Parker et al. (1990), and Sobin and Sackeim (1997)</td>
</tr>
<tr>
<td>Slumped Posture</td>
<td>↑</td>
<td>Parker et al. (1990) and Segrin (2000)</td>
</tr>
<tr>
<td>Gesturing</td>
<td>↓</td>
<td>Balsters et al. (2012) and Segrin (2000)</td>
</tr>
<tr>
<td>Self-Touching</td>
<td>↑</td>
<td>Scherer et al. (2013c), Segrin (2000) and Sobin and Sackeim (1997)</td>
</tr>
<tr>
<td>Head-Movements (Variability)</td>
<td>↓</td>
<td>Girard et al. (2013) and Scherer et al. (2013d)</td>
</tr>
<tr>
<td>Facial Activity</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobility</td>
<td>↓</td>
<td>Parker et al. (1990) and Sobin and Sackeim (1997)</td>
</tr>
<tr>
<td>Smiling</td>
<td>↓</td>
<td>Balsters et al. (2012), Schelde (1998), Scherer et al. (2013c), Segrin (2000), and Sobin and Sackeim (1997)</td>
</tr>
<tr>
<td>Eye Movements</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eyebrow movements</td>
<td>↓</td>
<td>Balsters et al. (2012), Schelde (1998), and Segrin (2000)</td>
</tr>
<tr>
<td>Horizontal pursuit</td>
<td>↓</td>
<td>Abel et al. (1991) and Lipton et al. (1980)</td>
</tr>
<tr>
<td>Saccades</td>
<td>↓</td>
<td>Abel et al. (1991) and Crawford et al. (1995)</td>
</tr>
<tr>
<td>Visual fixation</td>
<td>↓</td>
<td>Sweeney et al. (1998)</td>
</tr>
</tbody>
</table>
work has been carried out into the automatic analysis of depression using non speech based behavioural signals such as facial activity (Cohn et al., 2009; Joshi et al., 2013; Scherer et al., 2013c) hand movements and leg fidgeting (Scherer et al., 2013c), and eye movement (Alghowinem et al., 2013c).

3.2.2. Markers for suicidality

Due to the low rate of completed suicide in the general population the identification of specific features that have both sensitivity and specificity when predicting suicidality is a difficult task (Mandrusiak et al., 2006). In 2006 the American Association of Suicidology identified 3 warning signs – behavioural markers – that signal an imminent suicidal crisis and a further 9 warning signs associated with a heightened risk of engaging in suicidal behaviours, Table 5.

### Table 5

<table>
<thead>
<tr>
<th>Warning sign</th>
<th>Risk</th>
</tr>
</thead>
<tbody>
<tr>
<td>Direct verbal suicide threat (Direct threats)</td>
<td>Imminent</td>
</tr>
<tr>
<td>Direct suicidal actions (Seeking means to attempt suicide)</td>
<td>Imminent</td>
</tr>
<tr>
<td>Talking/writing about suicide (Indirect threats)</td>
<td>Imminent</td>
</tr>
<tr>
<td>Increased hopelessness</td>
<td>Heightened</td>
</tr>
<tr>
<td>Rage, anger, seeking revenge</td>
<td>Heightened</td>
</tr>
<tr>
<td>Self-destructive behaviour</td>
<td>Heightened</td>
</tr>
<tr>
<td>Feeling trapped-like there’s no way out</td>
<td>Heightened</td>
</tr>
<tr>
<td>Increased substance abuse</td>
<td>Heightened</td>
</tr>
<tr>
<td>Withdrawing from friends, family, or society</td>
<td>Heightened</td>
</tr>
<tr>
<td>Anxiety, agitation, unable to sleep, or sleeping all the time</td>
<td>Heightened</td>
</tr>
<tr>
<td>Dramatic changes in mood or behaviour</td>
<td>Heightened</td>
</tr>
<tr>
<td>No reason for living; no sense of purpose in life</td>
<td>Heightened</td>
</tr>
</tbody>
</table>

4. Speech as an objective marker

Clinically, prosodic abnormalities associated with an individual’s mental state are well documented. In 1921 Emil Kraepelin, regarded as the founder of modern psychiatry, described depressive voices as “patients speak in a low voice, slowly, hesitatingly, monotonously, sometimes stuttering, whispering, try several times before they bring out a word, become mute in the middle of a sentence” (Kraepelin, 1921). A pre-suicidal voice is described as sounding hollow and toneless, whilst monotony, dullness and reduced verbal output have long been associated with a depressed voice.

As a result of a complexity of speech production (Section 4.1) speech is a sensitive output system; slight physiological and cognitive changes potentially can produce noticeable acoustic changes (Scherer, 1986). We hypothesise that depression and suicidality produce both cognitive (Section 4.2) and physiological changes (Section 4.3) that influence the process of speech production, affecting the acoustic quality of the speech produced in a way that is measurable and possible to be objectively assessed.

4.1. Speech production

The process of speech production involves simultaneous cognitive planning and complex motoric muscular actions (Fig. 1). Cognitively, speech production includes the formation of the message a speaker wishes to communicate followed by the setup of the phonetic and prosodic information associated with this intended message. This information is then stored briefly in working memory, the short-term memory necessary to perform information manipulation and complex cognitive tasks including analysing visual information and language comprehension (Baddeley, 2003). Elements in working memory are transformed to phonetic and prosodic representations and the speaker then executes a series of neuromuscular commands to initiate the motoric actions required to produce speech. These motoric actions are viewed as a source-filter operation. The source is air forced from the lungs through the vocal folds and the space between them known as the glottis. The vocal tract acts as a filter, amplifying and attenuating different frequencies, imposing spectral shaping on the glottal waveform. Positioning of the articulators shapes the vocal tract to produce the different phonemes. A speaker continuously monitors and controls their own speech via two feedback loops; the proprioceptive loop which monitors the movement and shape of the muscles actions and the auditory loop where the speaker uses their own speech as feedback (Postma, 2000).

Speech production uses more motor fibres than any other human mechanical activity (Kent, 2000). The major muscle groups include the respiratory, laryngeal, and articulatory muscles. Respiratory muscles include the diaphragm and intercostal muscle groups whilst the larynx is made up of nine cartilages controlled by 5 muscle groups. The articulators include the mandible, lip, tongue, velum, jaw and pharyngeal constrictors all which play a part in determining the shape of the vocal tract. It is possible to produce 20–30 phonetic segments per second, which makes speech production the fastest discrete human motor performance (Kent, 2000).

4.2. Cognitive effects on speech production

Cognitive impairments associated with depression have been shown to affect an afflicted individual’s working memory (Murphy et al., 1999). A key component in working memory is the phonological loop, which helps control the articulatory system and store speech-based information, typically for a few seconds. Interestingly both serotonin and BDNF have been linked to working memory performance (Brooks et al., 2014; Enge et al., 2011). Work by Christopher and MacDonald shows that depression affects the phonological loop causing phonation and articulation errors (Christopher and MacDonald, 2005). Working memory impairments have also been reported with suicidal behaviour (Raust et al., 2007).
A reduction in cognitive ability and subsequent working memory impairments affects speech planning (Levelt et al., 1999), impairs the neuromuscular motor coordination processes (Krajewski et al., 2012) and alters the proprioceptive feedback loop affecting the feedback of articulator positions (Krajewski et al., 2012). Work in the literature confirms this; significant correlations between depression severity with pause related measures, showing that depressed individuals have difficulty choosing words (Alpert et al., 2001; Mundt et al., 2012). Williamson et al. (2013) use a feature space specifically designed to capture information relating to a reduction in articulatory coordination to achieve good prediction accuracy against the BDI scale. These results, and similar, are discussed in greater detail in Section 6.

Changes to the somatic nervous system (SNS) and automatic nervous system (ANS) cause disturbances in muscle tension (Scherer, 1986) and respiratory rate (Kreibig, 2010). The GABA neurotransmitter has also been linked to changes in muscle tone (Croarkin et al., 2011). Changes in muscle tension and control will affect the prosody and quality of the speech produced; disturbances in laryngeal muscle tension will influence vocal fold behaviour whilst changes to respiratory muscles should affect subglottal pressure. Both prosodic and source features have been shown to be affected by a speaker’s level of depression (Moore et al., 2008; Mundt et al., 2007; Quatieri and Malyska, 2012; Scherer et al., 2013c; Trevino et al., 2011) and suicidality (Ozdas et al., 2004a; Scherer et al., 2013a) and will be discussed further in Section 6.

Changes in muscle tension will also change vocal tract dynamics and constrain articulatory movement. Articulatory movements will be restricted due to both the common mechanical link they share with the already tightened laryngeal muscles, the hypolaryngeal complex, as well as the SNS affecting jaw and facial muscle tension (Roy et al., 2009). These changes will produce speech errors, a decrease in speech rate and an increase in hesitations (Cannizzaro et al., 2004; Ellgring and Scherer, 1996). Vocal tract properties are affected by both an increase in muscle tension and changes in salivation and mucus secretion controlled by the ANS response (Scherer, 1986). Changes in filter dynamics are well reported in the literature for both depression (Cummins et al., 2013a,b; Flint et al., 1993; Helfer et al., 2013; Quatieri and Malyska, 2012; Tolkmitt et al., 1982; Williamson et al., 2013) and suicidality (France et al., 2000; Keskinpala et al., 2007).

\[ \text{Cognitive Planning} \]
\[ \text{Motor Actions} \]
\[ \text{Respiration Muscular Action} \]
\[ \text{Vibrate Vocal Folds} \]
\[ \text{Articulatory Motor Actions to shape Vocal Tract} \]

\[ \text{Source} \]
\[ \text{Filter} \]

\[ \text{Generate Neuro muscular Commands} \]
\[ \text{Form Phonetic Sequences} \]
\[ \text{Form Prosodic Information} \]
\[ \text{Mapping into language code} \]
\[ \text{Auditory Feedback} \]
\[ \text{Vocalised Speech} \]

Fig. 1. Schematic diagram of speech production, adapted from Krajewski et al. (2012) and O'Shaughnessy (1999).
Landau et al., 2007; Ozdas et al., 2004a; Yingthawornsuk and Shiavi, 2008; Yingthawornsuk et al., 2007, 2006) and will be discussed further in Section 6.

5. Databases

An overview of 16 depressed and suicidal databases is provided in Table 6. This list comprises the corpora which are still currently used in research. For each corpus additional information is provided: number of subjects, collection paradigm, clinical scores, rough content outline and a complete list of references. All Corpora are English language unless stated.

6. Prosodic and acoustic features

This section reviews how commonly used prosodic and acoustic speech characteristics are affected by depression and suicidality. Where possible, attempts have been made to include physical quantities of relevant features in regards to class (Low or Control versus High level of depression or suicide risk) mean and standard deviation as a table at the end of each section. Speech parameterisation or feature extraction is the transformation of the raw speech signal into a more abstract representation of the signal with fewer redundancies (Kinnunen and Li, 2009). Features commonly used in the literature, as well as more recently introduced features, are extracted from a speech sample on a short-term time scale using overlapping frames of 10–40 ms in length, but can also include extractions on much longer time scales. Typically temporal information and long-term information is captured either statically through the use of utterance level statistics/functionals or dynamically through frame-based delta (Δ) and delta–delta (ΔΔ) coefficients, reflecting differences between the adjacent vectors’ feature coefficients (Schuller et al., 2013, 2011). The foundation for feature extraction methodologies are not covered in this section; for this the reader is referred to either Kinnunen and Li (2009) or Quattari (2001).

Before starting the feature review it is worthwhile considering the properties of an ideal speech feature(s) for detecting either depression or suicidality. The authors consider the ideal feature(s) should be able to: (i) capture a commonly occurring and easy to measure vocal effect; (ii) exhibit large between-class variability, small within class variability; (iii) be individualised, i.e. be able to predict within-subject changes of mental state; (iv) capture effects specific to an increased mental state, i.e. not be a marker of a related symptom such as increased anxiety or fatigue (unless specifically designed as one, see Section 8.2.2); (v) be able to predict onset of either condition; and (vi) stable over time. Further, if this feature is to be used in an automated classification or prediction system (Section 7), it should also be robust to different recording environments and phonetic content (Section 8.2.2) and have low dimensionality to help avoid the curse of dimensionality. Challenges in finding an ideal speech-based marker of either condition are discussed in Section 8 of this review.

6.1. Prosodic features

Prosodic features represent the long-time (phoneme level) variations in perceived rhythm, stress, and intonation of speech. Popular examples include the speaking rate, the pitch (auditory perception of tone) and loudness, and energy dynamics. In practice the fundamental frequency ($F_0$, rate of vocal fold vibration) and energy are the most widely used prosodic features as they relate to the perceptual characteristics of pitch and loudness.

6.1.1. Depressed speech

Early paralinguistic investigations into depressed speech found that patients consistently demonstrated prosodic speech abnormalities such as reduced pitch, reduced pitch range, slower speaking rate and articulation errors. The first investigation undertaken to find specific correlates between patterns of speech and depression focused on these results. Darby and Hollien (1977) found listeners could perceive a change in the pitch, loudness, speaking rate and articulation of depressed patients before and after treatment. Hollien (1980) suggests depressed patients use different speaking patterns and highlights 5 potential characteristics: reduced speaking intensity, reduced pitch range, slower speech, reduced intonation and a lack of linguistic stress. Nilsonne and Sundberg (1985) ran a series of listening tests using signals composed of $F_0$ contours to see if evaluators, none of whom had a psychology background, could identify if a specific contour belonging to a speaker who was depressed or had successfully undergone treatment reporting an accuracy of 80%. The $F_0$ contour was chosen for these listening experiments as it contains information from a wide range of prosodic information including $F_0$ variability as well as speech rate and pause time.

Given the dull, monotonous and “lifeless” descriptors of speech affected by depression (Section 4), it is not surprising that correlations between both a reduced $F_0$ range and a reduced $F_0$ average with increasing levels of depression severity are reported throughout the literature (Breznitz, 1992; Darby et al., 1984; Hönig et al., 2014;

---

1. We define this to be any databases which have had results published on them in last 10 years.

2. A machine learning phenomenon where features with large dimensionality degrade the performance of a classifier as their dimensionality is considerably larger than the number of training samples used to train the classifier. Overfitting is a potential reason for the discrepancy between the development and test sets baselines in the 2013 Audio/Visual Emotion Challenge baseline paper (Valstar et al., 2013), Section 7.1.3.

3. Whilst prosodic structures are influenced by lexical and semantic information in speech this paper does not focus on using lexical or semantic information as a marker of depression.

4. $F_0$ correlates well with pitch, a change in the rate of vocal fold vibration leads to a change in perceived pitch (O’Shaughnessy, 1999).
Table 6
Summary of depressed and suicidal speech databases which have had results published on them in the last 10 years. Abbreviations: DPRD – Depressed, SCDL – Suicidal, NTRL – Neutral, not depressed or suicidal, M – Number of males, F – Number of Females DSM – Diagnostic and Statistical Manual of Mental Disorders, HAMD – Hamilton Rating Scale for Depression, BDI – Beck Depression Inventory, QIDS – Quick Inventory of Depressive Symptomology, PHQ-9 – Patient Health Questionnaire, C-SSRS – Columbia Suicide Severity Rating Scale, SIQ-Jr version – Suicidal Ideation Questionnaire – Junior. Note: where DSM is present as a clinical score all depressed patients in corpus meet criteria for Major Depressive Disorder.

<table>
<thead>
<tr>
<th>1st Published (Name)</th>
<th>Subjects</th>
<th>Clinical scores</th>
<th>Vocal exercises</th>
<th>Read speech</th>
<th>Free response or interview</th>
<th>Free speech</th>
<th>Additional notes</th>
<th>Other references</th>
</tr>
</thead>
<tbody>
<tr>
<td>France et al. (2000)</td>
<td>115: 59 DPRD (21M, 38F) 22 SCDL (all M) 34 NTRL (24M, 10F)</td>
<td>DSM-IV BDI (DPRS = BDI &gt; 20)</td>
<td>√</td>
<td>√</td>
<td>Recorded therapy sessions or suicide notes</td>
<td>Mean file length: 2 min 30 s</td>
<td>Age range: 25–65</td>
<td>Mediations Present: Imipramine-hydrochloride</td>
</tr>
<tr>
<td>Moore et al. (2004)</td>
<td>33: 15 DPRD (6M, 9F) 18 NTRL (9M, 9F)</td>
<td>DSM-IV</td>
<td>√</td>
<td></td>
<td>Uterances per speaker: 65</td>
<td>Mean file length: 3 min</td>
<td>Age range: 19-57</td>
<td></td>
</tr>
<tr>
<td>Cohn et al. (2009)</td>
<td>57: DPRD (24M, 34F)</td>
<td>DSM-IV HAMD (HAMD &gt; 5)</td>
<td>√</td>
<td></td>
<td>Min. vocalisation per speaker: 100 s</td>
<td>Mean age: 39.7 Age range: 19–65</td>
<td>Medications: SSRIs present</td>
<td></td>
</tr>
<tr>
<td>Low et al. (2009)</td>
<td>139: 68 DPRD (49F, 19M) 71 NTRL (71M, 44F)</td>
<td>N/A</td>
<td>√</td>
<td>√</td>
<td>Recordings per subject: 3 Mean file length: 20 min Age range: 12–19</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Alghowinem et al. (2012)</td>
<td>80: 40 DPRD 40 NTRL</td>
<td>DSM-IV</td>
<td>√</td>
<td>√</td>
<td>Mean file length: 40 min</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mundt et al. (2012)</td>
<td>165: All DPRD (61M, 104F)</td>
<td>DSM-IV HAMD QIDS</td>
<td>√</td>
<td>√</td>
<td>√</td>
<td>Age range: 21–75 Mean age: 37.8</td>
<td>Medications: Sertraline</td>
<td></td>
</tr>
<tr>
<td>Scherer et al. (2013a)</td>
<td>60: 30 SCDL 30 NTRL</td>
<td>C-SSRS SIQ-Jr version</td>
<td>√</td>
<td></td>
<td>Age range: 13–17</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Scherer et al. (2013c)</td>
<td>110: 29%: DPRD 32%: PSTD 62%: Anxiety</td>
<td>PHQ-9 (DPRD = PHQ-9 &gt; 10)</td>
<td>√</td>
<td></td>
<td>Data per participant: 30–60 min Age range: 18–65</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Kuny and Stassen, 1993; Mundt et al., 2007; Nilsonne, 1988; Nilsonne et al., 1987; Stassen et al., 1998; Tolkmitt et al., 1982), as seen in Table 7. However, a number of papers report no significant correlation between $F_0$ variables and depression, (Alpert et al., 2001; Cannizzaro et al., 2004; Mundt et al., 2012; Quatieri and Malyska, 2012; Teasdale et al., 1980; Yang et al., 2012) also seen in Table 7. It is possible that conflicting results are due to the heterogeneous nature of depression symptoms, the fact that $F_0$ is both a marker of the physical state of the vocal folds and a marker of a speaker's affective state, gender dependence of $F_0$ and a lack of standardisation in $F_0$ extraction techniques.

As the larynx is an intricate neuromuscular system, small disturbances in muscle tension due to the effects of psychomotor retardation (PMR, the slowing of thought and reduction of physical movements) and/or changes in the speaker's affective state (Section 4.3) can be used to explain the observed reduction in $F_0$ variability. Increases in monotony could be a result of PMR reducing laryngeal control and dynamics (Horwitz et al., 2013; Quatieri and Malyska, 2012). Evidence for a lack of laryngeal control is provided by reports in the literature of increases in aspiration with depressed speech (Section 6.2.1). Another potential cause could be increases in vocal tract tension tightening the vocal folds resulting in less variable, more monotonous sounding speech (Cannizzaro et al., 2004; Ellgring and Scherer, 1996; Nilsonne et al., 1987; Sobin and Sackeim, 1997; Tolkmitt et al., 1982).

Whilst decreases in $F_0$ variation can potentially be explained by increase in muscle tension; this theory does not explain reported reduced average $F_0$; as vocal fold muscle tension increases $F_0$ should also increase. $F_0$ is more than just a marker for vocal fold behaviour; it is a major paralinguistic marker, carrying information relating to the expressiveness of speech and as a result is affected by many different speaker states and traits (Nilsonne and Sundberg, 1985). Individuals with depression can differ, in regards to personality traits, in many ways from those without depression (Kotov et al., 2010). Work in the literature shows $F_0$ is affected by changes to a person's underlying mood (Ellgring and Scherer, 1996), level of agitation and anxiety (Alpert et al., 2001; Tolkmitt et al., 1982) and personality traits (Yang et al., 2012) associated with their depressive status. Therefore, $F_0$ effects in depression elicited from comparisons with non-depressed individuals (Breznitz, 1992; Darby et al., 1984; Kuny and Stassen, 1993; Nilsonne, 1988) potentially lack specificity for depression. Further, studies that have investigated $F_0$ change in depression severity over time have reported very small effect sizes that depended on large numbers of participants (Mundt et al., 2012) – small effect sizes are unlikely to have much utility for classification tasks.

As with $F_0$, there are conflicting results on the effect of depression on energy parameters (Table 7). Darby et al. (1984) report that depressed patients before treatment had reduced variation in loudness due to lack of speaking.
Table 7
Examples, taken from the literature, of prosodic measures for low (control) or high levels of speaker depression. *Abbreviations:* N.S. – Not Significant, n – number of samples in class.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Reference</th>
<th>Low (Control)</th>
<th>High (Control)</th>
<th>Significance (Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>F₀ range (Hz)</td>
<td>Nilsonne (1987)</td>
<td>21 ± 2 (n = 16)</td>
<td>15 ± 2 (n = 16)</td>
<td>p &lt; 0.001 (t-test)</td>
</tr>
<tr>
<td>F₀ range (Hz)</td>
<td>Breznitz (1992)</td>
<td>38.3 ± 11.3 (n = 11)</td>
<td>15.8 ± 18.2 (n = 11)</td>
<td>p &lt; 0.004 (t-test)</td>
</tr>
<tr>
<td>F₀ mean (Hz)</td>
<td>Alpert et al. (2001)</td>
<td>150.6 ± 31.4 (n = 19)</td>
<td>142.0 ± 27.2 (n = 22)</td>
<td>N.S. (t-test)</td>
</tr>
<tr>
<td>F₀ mean (Hz)</td>
<td>Mundt et al. (2012)</td>
<td>133.3 ± 35.7 (n = 51)</td>
<td>151.8 ± 36.5 (n = 54)</td>
<td>N.S. (t-test)</td>
</tr>
<tr>
<td>F₀ variation (Hz)</td>
<td>Yang et al. (2012)</td>
<td>0.23 ± 0.1 (n = 16)</td>
<td>0.20 ± 0.1 (n = 10)</td>
<td>N.S. (t-test)</td>
</tr>
<tr>
<td>Energy per second (mV²)</td>
<td>Kuny and Stassen (1993)</td>
<td>11.0 ± 4.8 (n = 30)</td>
<td>9.9 ± 3.7 (n = 30)</td>
<td>p &lt; 0.01 (Wilcoxon)</td>
</tr>
<tr>
<td>Loudness (dB)</td>
<td>Alpert et al. (2001)</td>
<td>14.7 ± 7.3 (n = 19)</td>
<td>18.1 ± 6.3 (n = 22)</td>
<td>N.S. (t-test)</td>
</tr>
<tr>
<td>Mean pause duration (s)</td>
<td>Alpert et al. (2001)</td>
<td>0.68 ± 0.136 (n = 19)</td>
<td>0.70 ± 0.162 (n = 22)</td>
<td>p &lt; 0.05 (t-test)</td>
</tr>
<tr>
<td>Total pause time (s)</td>
<td>Mundt et al. (2012)</td>
<td>36.4 ± 19.4 (n = 51)</td>
<td>51.9 ± 31.5 (n = 54)</td>
<td>p &lt; 0.001 (t-test)</td>
</tr>
<tr>
<td>Pause variability (s)</td>
<td>Mundt et al. (2012)</td>
<td>0.51 ± 0.15 (n = 51)</td>
<td>0.69 ± 0.25 (n = 54)</td>
<td>p &lt; 0.001 (t-test)</td>
</tr>
</tbody>
</table>

* a Both genders used when calculating F₀ range.
  b Females used when calculating F₀ range.
  c Patients who responded to treatment during study.
  d Patients who did not respond to treatment during study.
  e Clinician used as low group.
  f Measure of amount of energy associated with a syllable (Kuny and Stassen, 1993).
  g F₀ Amplitude.

Recent results led by Mundt confirmed these findings on larger databases. In the first study, (Mundt et al., 2007), it was observed that patients who responded to treatment (relative reduction of 50% in their HAMD score) during a 6 week study into depression severity, paused less and spoke faster at the end of the 6 week period. In a follow-up study, Mundt et al. (2012) found 6 prosodic timing measures were significantly correlated with depression severity; total speech time, total pause time, percentage pause time, speech pause ratio and speaking rate. Alghowinem et al. (2012) analysed the differences between speech rate, articulation rate and pause rate between samples of depressed and control free response speech. In the study only average syllable duration – total speech duration divided by number of syllables – was found to be significantly lower for the depressed group. Hönig et al. (2014) also analysed average syllable duration and report a positive correlation with increasing levels of speaker depression. Both Alghowinem et al. (2012) and Hönig et al. (2014) results are consistent with an overall increase in speech rate with depression.

Recent results reported on Mundt’s 35-speaker database, Trevino et al. (2011), indicate that changes in speech rate are potentially stronger when extracted at the phoneme level of speech production. Trevino et al. (2011) found that dissecting average measures of speech rate into phone-specific characteristics and, in particular, combining phone-duration measures (linear combination of the average phone durations that are highly correlated with depression) uncovers stronger relationships between speech rate and depression severity than global measures previously reported for a speech rate marker. The authors also found consistency in the correlations when grouping individual phonemes together by manner of articulation, i.e. vowels or fricatives, and strong correlation between...
the phone-based measures with specific HAMD sub-symptoms, PMR and mood in particular (Section 8.2.2). The authors conclude that their results show the potential of phoneme-based indicators of speech rate as a biomarker of depression.

Whilst it is arguably one of the strongest speech features associated with depression severity, it is unclear in the literature whether a reduction in speech rate associated with depression is a potential measure of motor retardation or of cognitive impairment. There are two ways to slow speech rate (Cannizzaro et al., 2004); the first is a decrease in the rate of speech sound production which is reflective of a motor impairment. The second method is to insert longer or more frequent pauses into an utterance; this would suggest a cognitive impairment where an individual has difficulty choosing their words. Cannizzaro et al. (2004) argue that their findings, a decrease in speech rate but no significant increase in speech pause measures, show that motor retardation causes a decrease in motor speed and agility slowing speech. Alpert et al. (2001) found that whilst speech pause measures significantly increased in a depressed group of patients when compared to a control group, there was no decrease in speech intelligibility. They argue that this result shows speech slowing in depression is a marker of lowered cognitive functioning related to speaker motivation. It should be noted that the results of both papers are limited by the size and nature of their databases.

Whilst many clinicians subjectively use prosodic features during diagnosis it is possible that due to natural variations in individual speaking styles and the wide clinical profile of depression, a single dimensional prosodic feature does not contain sufficient discriminatory information for use as a clinical marker of depression. Nilsonne et al. (1987) speculate that the natural \( F_0 \) variation present in non-depressed speech encompasses the speech behaviour of depressive speech and state that \( F_0 \) variation would be a more useful measure for tracking within-patient changes.\(^5\) Stassen et al. (1991) found no significant differences between basic, single dimensional, prosodic features and clinically defined subgroups within a group of 20 depressed patients. The authors speculate that both the complexity of speech and depression mean that a multivariate approach is needed to diagnose depression using speech parameters. Moore et al. (2008) speculate that \( F_0 \) is a high level view of vocal fold dynamics not subtle enough to capture vocal fold tension. Their results show that glottal parameters contain more useful discriminatory information than prosodic features (Section 6.2.1).

6.1.2. Suicidal speech

The first investigation into the paralinguistic effects of suicidality were undertaken by Dr. S. Silverman: after listen-}

\(^5\) This natural variation in speaking style means there are problems relating to normalization of prosodic features i.e. calculating a baseline to work out potential improvements from. This often not addressed in the literature.
phonation capturing information relating to phonation types or laryngeal qualities, such as breathiness, creakiness or harshness (Gobl and Ni Chasaid, 2003). Voice quality measures commonly seen in both depressed and suicidal speech literature include jitter, the small cycle-to-cycle variations in glottal pulse timing during voicing; shimmer, the small cycle-to-cycle variations in glottal pulse amplitude in voiced regions; and harmonic-to-noise ratio (HNR), a ratio of harmonics to inharmonic (spectral components which are not a whole number multiple of \( F_0 \)) components. These features have been shown to correlate strongly with depression, PMR and suicidality (Ozdas et al., 2004a; Quatieri and Malyska, 2012) as they are related to vocal fold vibration, which is influenced by vocal fold tension and subglottal pressure (Sundberg et al., 2011). However, due to a lack of standardisation in extraction techniques – factors such as window duration, sampling frequency and \( F_0 \) extraction influence jitter and shimmer values - it is very difficult to compare results between studies (McAllister et al., 1996; Orlikoff and Kahane, 1991).

A further confounding factor when using jitter, shimmer and HNR is the type of speech signal they are extracted from, i.e. held vowels or continuous speech (Laver et al., 1992). Due to their periodicity, the use of held vowels allows for simpler extraction of these features but leaves them open to errors due to differing sound pressure levels between and within individuals, potentially rendering unreliable for clinical analysis (Orlikoff and Kahane, 1991). Analysis of continuous speech is more difficult when compared to held vowels, due to the problems associated with finding suitable voiced sections in a given utterance (Laver et al., 1992). The automatic identification of suitable speech segments for glottal source analysis of continuous speech is an active area of speech processing research (Kane et al., 2014, 2013) and important area of future research relating to depressed and suicidal speech analysis.

### 6.2.1. Depressed speech

Only a small number of papers have studied the effect of depression on source measures, mainly voice quality, with very inconsistent results reported. Flint et al. (1993) found increased spirantization, a measure that reflects aspirated leakage at the vocal folds, in depressed individuals when compared to healthy controls (Table 8). Ozdas et al. (2004a) report significance via the F-test, between their depressed and control classes for jitter (Table 8) but not for spectral slope (Table 8); when using a two sample t-test they report significant differences between the depressed and control class for glottal spectral slope but not for jitter.

Quatieri and Malyska (2012) report that, on the Mundt 35 speaker dataset, aspiration defined as the inverse of HNR, jitter and shimmer were significantly correlated with depression severity (HAMD). Quatieri and Malyska (2012) use these results to hypothesise that the presence of motor retardation in depression reduces laryngeal muscle tension resulting in a more open, turbulent glottis. Results presented in Hönig et al. (2014) show strong negative correlations between shimmer, spectral harmonic and spectral tilt, all indicative of a more breathy phonation in depressed speech, and increasing levels of speaker depression supporting Quatieri and Malyska (2012) hypothesis.

Low et al. (2011), using pairwise ANOVA comparison, found that the Teager Energy Operator (TEO) Autocorrelation feature was significantly different between depressed and control patients. Teager energy operators capture amplitude and frequency modulations of vocal tract resonances generated by nonlinear airflow in the vocal tract (Maragos et al., 1993) one application being detection of speech under stress (Zhou et al., 2001). Such nonlinear production mechanisms were first observed by Teager and Teager (1990).

Three recent papers authored by Scherer all show promising trends between voice quality features and depression severity (Scherer et al., 2013b,c,d). Using both the Normalised Amplitude Quotient (NAQ), a feature derived from the glottal flow derivative, and the Quasi-Open-Quotient (QQQ), a feature derived from amplitude measurements of the glottal flow (both extracted fully automatically using the IAIF algorithm (Alku, 1992) to parameterise the glottal flow) these papers all show statistical significance in discerning speakers with moderate to severe depression and speakers without depression (Table 8). These results indicate that depressed voices potentially have a more tense voice quality, matching results presented in Darby et al. (1984), Flint et al. (1993) and France et al. (2000) showing an increase in vocal fold.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Reference</th>
<th>Low (Control)</th>
<th>High (Control)</th>
<th>Significance (Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spiranization (ratio)</td>
<td>Flint et al. (1993)</td>
<td>0.32 ± 0.43 (n = 30)</td>
<td>0.59 ± 0.56 (n = 31)</td>
<td>( p \leq 0.02 ) (ANOVA)</td>
</tr>
<tr>
<td>Jitter (ratio)</td>
<td>Ozdas et al. (2004a)</td>
<td>0.0165 ± 0.002 (n = 10)</td>
<td>0.187 ± 0.005 (n = 10)</td>
<td>N.S. (t-test)</td>
</tr>
<tr>
<td>Spectral slope (kHz/dB)</td>
<td>Ozdas et al. (2004a)</td>
<td>–83.3 ± 5.46 (n = 10)</td>
<td>–62.4 ± 9.02 (n = 10)</td>
<td>( p \leq 0.05 ) (t-test)</td>
</tr>
<tr>
<td>NAQ (ratio)</td>
<td>Scherer et al. (2013)</td>
<td>0.100 ± 0.027 (n = 25)</td>
<td>0.067 ± 0.034 (n = 14)</td>
<td>( p \leq 0.002 ) (t-test)</td>
</tr>
<tr>
<td>QQQ (ratio)</td>
<td>Scherer et al. (2013)</td>
<td>0.367 ± 0.072 (n = 25)</td>
<td>0.292 ± 0.103 (n = 14)</td>
<td>( p \leq 0.002 ) (t-test)</td>
</tr>
</tbody>
</table>

\(^a\) (Present/Absent).
\(^b\) Mean \( F_0 \) difference of adjacent glottal cycles/the mean \( F_0 \).
\(^c\) Peak glottal flow amplitude/negative peak amplitude of the glottal flow derivative \( \times F_0 \) (period).
\(^d\) Quasi-open time of the glottis/quasi-closed time of the glottis. (Note quasi as perfect periodicity of vocal folds vibration is never achieved.)
tension associated with depressed individuals. This effect is discussed further in Sections 6.3.1 and 6.4.1.

There has been a small amount of work done analysing the glottal spectrum. Ozdas et al. (2004a) speculate that their results, depressed patients exhibit higher energy in the upper frequency bands of the glottal spectrum, are the result of irregularly shaped glottal pulses caused by increasing laryngeal tension. Excessive vocal fold tension and a lack of coordination of the laryngeal and articulatory muscles would interfere with the vibration of vocal folds causing their action to become more irregular and aperiodic (Ozdas et al., 2004a; Scherer, 1986). Quatieri and Malyńska (2012) performed a sub-band decomposition of the glottal spectrum and found uniformly positive high-frequency correlations in the glottal spectrum with depression severity. This result and their voice quality measure correlations support Ozdas et al. (2004a) speculation.

Glottal features have mainly been used for depressive speech classification systems, which are discussed further in Section 7.1.1. In their initial system design, both Moore et al. (2008) and Low et al. (2011) used ANOVA analysis and found that glottal parameters, grouped together either as timing of glottal frequency measures, exhibited significant differences between groupings of depressed and control patients.

6.2.2. Suicidal speech

As well as analysing voice quality for depressive and control speech Ozdas et al. (2004a), using a two sample t-test, report significant differences between the glottal spectral slope of their suicidal and depressed classes, and for both jitter (Table 9) and glottal slope for depressed (Table 9) between their suicidal and control classes. The glottal spectral slope results indicate a shift in glottal flow spectrum from lower to higher bands with increased mental state; this result is discussed further in Sections 6.3.2 and 6.4.2.

Statistically significant differences between features, relating to a breathy voice quality, between suicidal adolescent voices and matched control have been reported. Scherer et al. (2013a) analysed the effect size, shift of the mean of one class needed to match the mean of the other, of range of source parameters in the speech of suicidal and non-suicidal adolescents and found NAQ, Open Quotient (OQ), and PeakSlope, a voice quality parameter relating to glottal closure instance, all showed a significant effect (Hedges’ g value: g ≥ 0.4) between the two classes (Table 9). These results indicate that suicidal adolescent voices have a potential breathy-tense quality to them.

6.3. Formant features

If as hypothesised in Section 4.3, changes in vocal tract properties are affected by both an increase in muscle tension and changes in salivation and mucus secretion relating to changes in a speaker’s mental state, then these changes should be captured in detail by formant features, which contain information relating to the acoustic resonances of the vocal tract.

Decreased formant frequencies reported with depressed speech provide evidence for a decrease in articulatory effort with increasing levels of speaker depression (Flint et al., 1993; Mundt et al., 2007). It is possible these effects are due to PMR tightening the vocal tract (Flint et al., 1993; France et al., 2000), or a lack of motor coordination which improves as the effects of PMR decreases (Cummins et al., 2013a; Helfer et al., 2013; Quatieri and Malyńska, 2012; Trevino et al., 2011; Williamson et al., 2013) or possibly a result of anti-depressant medication drying out the vocal tract and mouth, directly affecting formant properties and energy distribution (France et al., 2000). Issue relating to effects of medication will be discussed further in Section 8.

6.3.1. Depressed speech

Flint et al. (1993) report significant differences in formant measures, in particular the second formant location, for the phoneme /a/, in depressive patients (all of whom scored 1 or above on the PMR HAMD item) when compared with a matched control group (Table 10), hypothesising that this reduced $F_2$ location was due to a slowing of the tongue in low-back to high-front moments. They found this abnormality was comparable to results they gained from individuals suffering from Parkinson’s disease in which articulatory errors are a result of a depletion in dopamine. They go on to argue that PMR, a result of reduced dopamine, induces these similar articulatory errors.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Reference</th>
<th>Low (Control)</th>
<th>High</th>
<th>Significance (Test)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jitter (ratio)</td>
<td>Ozdas et al. (2004a)</td>
<td>$0.0165 \pm 0.002$ ($n = 10$)</td>
<td>$0.0217 \pm 0.005$ ($n = 10$)</td>
<td>$p &lt; 0.05$ (t-test)</td>
</tr>
<tr>
<td>Spectral slope (kHz/dB)</td>
<td>Ozdas et al. (2004a)</td>
<td>$-83.3 \pm 5.46$ ($n = 10$)</td>
<td>$-75.56 \pm 8.53$ ($n = 10$)</td>
<td>$p &lt; 0.05$ (t-test)</td>
</tr>
<tr>
<td>NAQ (ratio)</td>
<td>Scherer et al. (2013a)</td>
<td>$0.09 \pm 0.04$ ($n = 8$)</td>
<td>$0.12 \pm 0.05$ ($n = 8$)</td>
<td>$p = 0.002$ (t-test)</td>
</tr>
<tr>
<td>OQ (ratio)</td>
<td>Scherer et al. (2013a)</td>
<td>$0.31 \pm 0.13$ ($n = 8$)</td>
<td>$0.42 \pm 0.2$ ($n = 8$)</td>
<td>$p = 0.002$ (t-test)</td>
</tr>
<tr>
<td>PeakSlope (steepness)</td>
<td>Scherer et al. (2013a)</td>
<td>$-0.23 \pm 0.05$ ($n = 8$)</td>
<td>$-0.25 \pm 0.04$ ($n = 8$)</td>
<td>$p &lt; 0.002$ (t-test)</td>
</tr>
</tbody>
</table>

a Mean $F_0$ difference of adjacent glottal cycles/the mean $F_0$.
b Peak glottal flow amplitude/ (negative peak amplitude of the glottal flow derivative $\times F_0$ period).
c Open phase of vocal folds/$F_0$ period.
d Regression line fitted to (Wavelet peak amplitudes/Filter Centre frequencies) (Kane and Gobl, 2011).

Table 9

Examples, taken from the literature, of source measures for Low (Control) or High levels of speaker suicidality. Abbreviations: N.S. – Not Significant, n – number of samples in class.
through slowness in articulatory muscles and increased muscle tone.

Changes in formant features associated with depression could also be a result of increased muscular tension. The dampening of the vocal tract resonances due to increased tension should have the effect of narrowing formant bandwidth (Scherer, 1986). Increased facial tension and reduced smiling associated with depression, (see Table 4), shortens the vocal tract via retraction of the tongue. This should have the effect of raising the first formant \( F_1 \) and lowering \( F_2 \), especially in front vowels (Laukkanen et al., 2006; Scherer, 1986). A higher \( F_1 \) and lower \( F_2 \) is associated with a throaty voice quality (Laukkanen et al., 2006).

However, this trend of formant behaviour, higher \( F_1 \) and lower \( F_2 \), has not been consistently observed in depressed speech literature. France et al. found a trend of increased formant frequencies \( F_1, F_2 \) and first formant bandwidth and decreased higher formant bandwidths (France et al., 2000). In the first of the papers led by Mundt, it is reported that \( F_1 \) variability was not significantly correlated with depression whilst \( F_2 \) variability was mildly correlated (Mundt et al., 2007). However, in the follow-up study, both \( F_1 \) and \( F_2 \), location (Table 10) and variability were not significantly correlated with depression (Mundt et al., 2012). A potential reason for the discrepancies in formant results is the complex relationship between source and filter dynamics, which means the relationship between articulatory behaviour and formants can be characterised by an increase in formant frequencies and a decrease in formant bandwidth.

This approach is discussed in further detail in Sections 7.1.3 and 8.2.2. Other papers which used formants in their classification system include (Alghowinem et al., 2013a,b, 2012; Cummins et al., 2011; France et al., 2000; Hönig et al., 2014; Moore et al., 2004), the reader is referred to Section 7.1 for more details.

### 6.3.2. Suicidal Speech

France et al. (2000) could be characterised by an increase in formant frequencies and a decrease in formant bandwidth. The major difference between the spectral properties of depressed and suicidal speech were significant shifts in power from lower to higher frequency in suicidal patients, although the authors noted the effects of anti-depressants and artefact differences due to the uncontrolled recording conditions of database could have affected results.

### 6.4. Spectral analysis

Spectral features characterise the speech spectrum; the frequency distribution of the speech signal at a specific time instance information in some high dimensional representation. Commonly used spectral features include Power Spectral Density (PSD) and Mel Frequency Cepstral Features (MFCCs). As with formants, spectral based features have consistently been observed to change with a speaker’s mental state, although there is some disagreement as to the nature of the effect. Some depression papers have reported a relative shift in energy from lower to higher frequency bands (France et al., 2000; Ozdas et al., 2004a), while other depression papers report a reduction in sub-band energy variability (Cummins et al., 2013a; Quatieri and Malyska, 2012). But whilst spectral features are suited to capturing information relating to changes in muscle tension and control as they offer more detailed information on vocal tract behaviour, these features are representative of all the information contained in speech, linguistic and paralinguistic, which can potentially hinder the usefulness in classification systems (Section 8.2).
6.4.1. Depressed speech

Tolkmitt et al. (1982) first reported a shift in spectral energy, from below 500 Hz to 500–1000 Hz, with increasing depression severity. This relative shift in energy from lower to higher frequency bands with increasing depression severity was also found in France et al. (2000) and Ozdas et al. (2004a). This effect was not found by Yingthawornsuk et al. (2006), where elevated energy in 0–500 Hz and decreased energy in the 500–1000 Hz and 1000–1500 Hz bands, were found comparing depressed speech to the remitted speech.

This shift in energy is potentially a result of increase in vocal tract and vocal fold tension changing the resonance properties of the vocal tract filter (Scherer, 1986). Speech produced under these conditions is often described as having a throaty, strained or tense quality (Laukkonen et al., 2006; Scherer, 1986). Magnetic Resonance Imaging has shown that throaty voice quality is associated with increased vocal tract tension (Laukkonen et al., 2006). France et al. (2000) and Ozdas et al. (2004a) both speculate that alterations in spectral properties, observed in depressive voices, are a result of increased muscle tone in the vocal tract tension caused by PMR.

MFCCs are one of the most popular spectral features used in speech parameterisation. The signal is filtered by a bank of non-linearly spaced band pass filters (mel-filters) whose frequency response is based on the cochlear of the human auditory system. As the filters span the magnitude spectrum they obtain an estimate of vocal tract characteristics: the low frequency filters capture information about the fundamental frequency and the first coefficient represents the average spectral tilt of the spectrum, for example. MFCCs in combination with Gaussian Mixture Models (GMM) is a popular method of speech parameterisation, and these have been shown to be suitable for classifying either low/high levels of depression (Cummins et al., 2013b; Sturim et al., 2011) or the presence/absence of depression (Alghowinem et al., 2012; Cummins et al., 2011), see Section 7.1.

It is standard practise in speaker recognition tasks to concatenate MFCC with time derivatives (delta) features, which reflect rapid temporal information captured in the MFCC extraction. In a recent investigation Cummins et al. (2013b) found significant negative correlation of MFCC’s appended with time derivatives, in both the feature and acoustic space variance, with level of depression. Cummins et al. (2013b) argue that these results, showing a decrease in temporal variations with increasing depression severity, fit the dull and monotonous descriptions often associated with depressive speech.

Sub-band energy variability has also been shown to decrease with increasing levels of depression. Quatieri and Malyska (2012) report uniformly negative correlations, although not significant, of energy variance with depression severity. Cummins et al. (2013a) applied Log Mean Subtraction to sub-band energy coefficients, to isolate the spectral variability associated with the speech production mechanism, reporting negative correlations between this measure and depression severity. The negative correlations show that with increasing level of speaker depression there is a decrease in the energy variability associated with speech production mechanism. The results in both Quatieri and Malyska (2012) and Cummins et al. (2013a) are consistent with conclusion drawn in Cannizzaro et al. (2004) who related reduce articulation rate to increased muscle tone. However, it should be noted that the Cannizzaro et al. (2004) results were found on a smaller dataset with inconsistent experimental procedures so their conclusions are somewhat tentatively reached.

A recent group of papers have examined the effect of PMR on energy and spectral based features. As well as reporting increases in phoneme length with increasing depression severity (Section 6.1.1) Trevino et al. (2011) also found pause length increased with various depression sub-symptoms including PMR, arguing that this increase is due to increased muscular tension. Quatieri and Malyska (2012) report significant positive correlations between energy velocity and PMR. Cummins et al. (2013a) also report positive correlations between PMR and sub-band spectral variability associated with speech production mechanisms. These results indicate that more effort might be required to produce and sustain PMR-affected speech due to a lack of motor coordination which improves as the effects of PMR decrease (Cummins et al., 2013a; Quatieri and Malyska, 2012; Trevino et al., 2011). Given the heterogeneous nature of depression it is potentially more feasible to create an overall objective marker of depression through a symptom-specific speech based approach (Horwitz et al., 2013; Trevino et al., 2011). The advantages of such an approach are discussed further in Section 8.2.2.

6.4.2. Suicidal speech

For suicidal speech, studies linking energy shift as captured by PSD sub-bands include (Keskinpala et al., 2007; Landau et al., 2007; Yingthawornsuk and Shiavi, 2008; Yingthawornsuk et al., 2007, 2006), although there is some disagreement as to whether or not this is a relative shift in energy from lower to higher frequencies (France et al., 2000; Ozdas et al., 2004a) or vice versa (Yingthawornsuk and Shiavi, 2008; Yingthawornsuk et al., 2007, 2006).

Unfortunately, the databases used in France et al. (2000), Keskinpala et al. (2007), Landau et al. (2007), Ozdas et al. (2004a), Yingthawornsuk and Shiavi (2008) and Yingthawornsuk et al. (2007, 2006) are small and their recording equipment, environment and experimental procedures were not consistent through their speech data, so their conclusions are somewhat tentatively reached. The other issue is that these studies investigated the speech of individuals suffering from depression who subsequently attempted suicide; which represents a subset of all suicide attempts. Therefore it cannot be presumed that the identified features will be transferable to a larger database representing a wider range of suicidal behaviours. However, in the context of the small amount of literature
on the subject and the difficulty inherent in obtaining suitable data, this research on real-world suicidal data is a vital resource which establishes preliminary results on which to base future studies.

7. Classification and score level prediction

Recent work has seen the first steps towards automatic classification of speech as an objective measure for both depression and suicidality. Speech-based classification papers can be divided into one of three different groups of problems - presence, severity or score level prediction – each differing in style of analysis undertaken. Presence is a detection problem, i.e. the categorical assignment of unknown (in terms of mental state), voice recording into one of two categories: the presence or absence of either condition. Corpora for this problem must contain two distinct unambiguously annotated classes: speech samples from individuals suffering either condition or samples from a control grouping made up of individuals who were not depressed or suicidal at the time of collection. Performance of classifiers used in this problem is nominally reported in terms of classification accuracy. Severity is the categorical assignment of an unknown voice sample into two or more distinct classes. The make-up of these classes is defined by scores of a particular mental state assessment scale, e.g. classification into the five HAMD groupings; Normal (0–7), Mild (8–13), Moderate (14–18), Severe (19–22) and Very Severe (≥23). Again, performance of classifiers used in this problem is nominally reported in terms of classification accuracy. Score level prediction is the assignment of an unknown voice sample to continuous-valued mental state assessment scale score. Performance of a score level prediction system is nominally reported as a measure of the differences between values predicted and the values actually observed, such as the Root Mean Square Error (RMSE, measure of average error magnitude) and Mean Absolute Error (MAE, measure of average error magnitude).

It should be noted here that whilst for the presence-style problems the differences between the distinct classes used are well-defined, the same cannot be said for severity. Depression assessments, in particular, are often multi-component in nature, summing the severity of symptoms observed to give a patient a score which relates to their level of depression, as explained in Section 2.2. The final assessment scores, especially for the HAMD (Faries et al., 2000), should be regarded as ordinal rather than numerical, and the numbers were originally proposed for ease of clinical use rather than containing any kind of reliable numerical severity measure. The ordinal nature will potentially affect the accuracy of a severity problem and is discussed further in Section 8. This ordinal nature also means depression scales are potentially not well suited to score level prediction analysis, except perhaps at a coarse level thus effectively becoming a multi-level severity of depression problem.

Typically classifier or prediction systems consist of two main parts (Fig. 2). The front-end extracts parameters to capture acoustic properties in the speech signal, using the Prosodic and Acoustic Features discussed in Section 6. Classification or score prediction is achieved through a stochastic modelling and matching process carried out in the back-end of the classifier. The back-end has two main phases: in the training phase, a function/model is learnt which can predict a certain output (speaker mental state) for a given input (features extracted from speech files which labelled with ground truth mental state information). In the testing phase, the back-end uses this function/model to assign a mental state label that best represents an unknown (mental state of speaker not known) speech sample.

The two most popular modelling and classification techniques used in the literature include Support Vector Machines (SVM) and Gaussian Mixture Models (GMM). The popularity of both methods is due, in part, to their ability to robustly handle smaller/sparse datasets, their relative lack of computational expense and the existence of established software implementations. Both techniques have proven adept for mental state classification (Cummins et al., 2013a,b, 2011; Helfer et al., 2013; Scherer et al., 2013a,b,d; Trevino et al., 2011) and prediction (Cummins et al., 2013c; Valstar et al., 2013; Williamson et al., 2013). For in-depth explanations on SVM, SVM Regression (SVR) and GMM usage, the reader is referred to Burges (1998), Chang and Lin (2011), Smola and Schölkopf (2004), Reynolds and Rose (1995), and Reynolds et al. (2000).

Note that all classification accuracies reported in Sections 7.1 and 7.2, sensitivity (sens.) and specificity (spec.) or F1 measure are also reported where available.

\footnote{Depression and Suicidal datasets are smaller both in terms of number of speakers and duration, when compared to speaker recognition data sets such as those available through NIST (Section 5).}
7.1. Automatic classification of depressed speech

This section reviews investigations into the automatic analysis of speech as a predictor of depression with a section dedicated to each of the three different groups of problems: presence, severity or score level prediction. The key characteristic of all corpus used to generate the results discussed in this section are covered in Section 5.

7.1.1. Presence of depression

A wide range of features have been trialled for automatic depressed speech classification. Moore et al. (2008), Low et al. (2011) and Ooi et al. (2013) investigated the suitability of forming a classification system from combinations of prosodic, voice quality, spectral and glottal features. Moore et al. (2008) utilised statistical measures (pairwise ANOVA comparison) to construct a classifier using quadratic discriminant analysis, reporting a maximum accuracy of 91% (Sens. 0.89, Spec. 0.93) for male speakers and 96% (Sens. 0.98, Spec. 0.94) for female speakers, using leave-one-out between cross validation. This analysis revealed the suitability of glottal features for discriminating between depressed subjects and healthy controls; however the authors acknowledge that due to their small sample size these results might not generalise to larger corpora.

A similar approach was used in Low et al. (2011), who reported classification accuracies ranging from 50% to 75% for a 2-class gender-independent GMM classifier. The analysis undertaken in the above papers indicate that both Teager Energy Operator (TEO) energy and glottal features improved – over either individual or combined prosodic- or spectral-based classifiers – the accuracy of a presence classification system; however these results were obtained by fine tuning the parameters and their back-end modelling technique, not allowing for consistent comparison between features. The results in both (Low et al., 2011; Moore et al., 2008) support the earlier discussed hypothesis that the effects of depression on muscle tension and laryngeal control result in more turbulent glottal flow (Section 6.2.1).

Ooi et al. (2013) also used a multi-feature approach, but instead of the feature space fusion techniques used by Moore et al. (2008) and Low et al. (2011), a final classification decision was made using the weighted sum of the intermediate decisions generated by separate GMM classifiers training on a particular feature space. Using this approach the authors report a binary classification of 73% (Sens. 0.79, Spec. 0.67) when differentiating between the speech of adolescents who are at risk of developing depression versus individuals not at risk.\(^8\) The weighted fusion technique outperformed all single feature groups, although glottal 69% (Sens. 0.76, Spec. 0.63) and prosodic 65% (Sens. 0.73, Spec. 0.53) feature groups provided reasonable prediction results.

Several papers have investigated the suitability of individual prosodic, voice quality, spectral and glottal features. Amongst a wide range of acoustic features and spectral features tested using a GMM back-end in Cummins et al. (2011), MFCCs (77%), and formants (74%), and a combination of both (79%) displayed the strongest discriminatory characteristics when classifying the presence of depression. Similar results are also reported in Alghowinem et al. (2013a,b, 2012). Alghowinem et al. (2013b) also compared a range of different back-ends in their experiments and concluded that GMMs and SVMs were the better back-ends when classifying the presence of depression. Helfer et al. (2013) also report the stronger performance of SVMs over GMMs when classifying the severity of depression.

7.1.2. Severity of depression

Papers which have explored building classifiers that identify classes based on severity of depression tend to focus on a specific feature or feature set when designing their system. Cohn et al. (2009) and Trevino et al. (2011) both exploited prosodic changes associated with depression when building their classification systems. Cohn et al. (2009) used F0 and speech/pause ratio as entries to a gender independent SVM classifier; reporting an accuracy of 79% (Sens. 0.88, Spec. 0.64) when classifying patients who either responded or not responded to depression treatment. Using their results showing that timing measures relating to phoneme length had stronger correlations with depression severity than global measures of speech rate (Section 6.1.1), Trevino et al. (2011) constructed a GMM back-end in a 5 class level-of-depression classifier using average phoneme lengths and average silence values as the input features and reported an RMSE of 1.6. By using a subset of the speech rate features, which were either manually or automatically selected to find an optimal solution, small improvements in performance were reported, resulting in a RMSE of approximately 1.25 for both selection methods.

Two papers led by Scherer have focused on building SVM classification systems based on source features (Scherer et al., 2013b,d). Both papers use the 9-item Patient Health Questionnaire (PHQ-9) scores associated with their dataset to divide their data into high and low classes: participants who scored above 10, corresponding to moderate depression and above, and participants who scored below 8, corresponding to mild to no depressive systems respectively (Manea et al., 2012). In the first paper, (Scherer et al., 2013b), use a combination of Normalised Amplitude Quotient (NAQ), Quasi-Open-Quotient (QOQ), PeakSlope and Open Quotient Neural Network\(^9\) (OQNN)
with a SVM employing a radial basis kernel, and report a classification accuracy of 75% ($F_1$ score for depression 0.77 and no-depression 0.73). The second paper (Scherer et al., 2013c) reported a combination of NAQ, QOQ and OQ, yielding a classification accuracy of 51.28% (Mean $F_1$ Score 0.51) based on a SVM this time employing a 3rd order polynomial kernel. The authors attribute this poor result to an unsuitable SVM kernel, and used linear discriminant analysis to report an accuracy of 76.92% (Mean $F_1$ Score 0.75), supporting this claim.

Cummins et al. (2013a) built both 2-class and 5-class SVM (with RBF kernel) classifiers to investigate the potential discriminatory advantages of including long term (100–300 ms) spectral information when classifying low/high levels of depression. Maximum classification accuracies of 66.9% and 36.4% were obtained for the 2- and 5-class problems respectively, from features derived from the Modulation Spectrum (MS). The MS comprises the frequency components of time-evolving sub-band magnitudes from a spectrogram representation of speech, characterising both slow and fast rates of spectral change (Kinnunen et al., 2008). MFCC in combination with Shifted Delta Coefficients also displayed strong classification accuracy, 61.9% 2-class and 44.9% 5-class, leading the authors to conclude that medium-to-long term spectro-temporal information has strong discriminatory properties when classifying an individual’s level of clinical depression from their speech.

Helfer et al. (2013) used features based on the first three formant trajectories and associated dynamic (velocity and acceleration) information in combination with Principal Component Analysis (PCA), to classify the 35-speaker Mundt dataset into high and low classes, comprising samples from speakers whose HAMD scores were above 17 or below 7 respectively. Using a GMM back-end, the authors report a maximum area under the ROC curve$^{10}$ (AUC) of 0.70 (Sens. 0.86, Spec. 0.64), whilst for a linear SVM a maximum AUC of 0.76 (Sens. 0.77, Spec. 0.77) was reported. The authors found that the maximum AUC was achieved for both classification systems when both formant trajectories and dynamic information found from either free response speech or held vowels were included in system training.

Cummins et al. (2013b) explored how depression is modelled and classified when using MFCCs in combination with the GMM-universal background model (UBM) and Maximum A Posteriori (MAP) adaptation to model acoustic space (Reynolds et al., 2000). The authors compared the classification accuracies found when performing full MAP adaptation versus mean-only, variance-only and weight-only adaptation. The results of these experiments, in which strong performance of variance-only and weight-only adaptation results were observed, show the importance of including spectral variability when using spectral based features to classify either the presence or severity of depression.

### 7.1.3. Depression score prediction

The Audio/Visual Emotion Challenges in 2013 (AVEC 2013) and 2014 (AVEC 2014) involved participants predicting (using multimodal signal processing techniques) an individual’s self-reported level of depression (Beck Depression Index, BDI, score) from a given multimedia file (Valstar et al., 2014, 2013). The Challenge organisers provided a depression dataset of 150 files$^{11}$ – divided into training, development and test partitions of 50 files each – for each year (Section 5). Each file is a recording from both a webcam and a microphone of the subject performing a different range of Human–Computer Interaction tasks (Valstar et al., 2014, 2013). The organisers of the challenges set audio published RMSE baselines of 10.75 and 11.52, for the AVEC 2013 and AVEC 2014 development sets respectively, and 14.12 and 12.57 for the AVEC 2013 and AVEC 2014 test sets respectively. All baselines were set with a linear SVR using the brute-force approach (Schuller et al., 2008) to construct a feature space with a dimensionality of 2268 (Valstar et al., 2014, 2013).

A typical approach when dealing with large feature spaces, such as the AVEC challenge’s feature sets, is to perform dimensionality reduction. Two papers authored by Kaya et al. have explored different data-driven$^{12}$ dimensionality reduction approaches (Kaya et al., 2014a,b). Kaya et al. (2014a) used PCA in combination with the Moore–Penrose Generalized Inverse to reduce the feature space dimensionality of the challenge audio feature set with an extreme learning machine regressor to achieve a AVEC 2014 test set RMSE of 9.98. In Kaya et al. (2014b) Canonical Correlation Analysis feature selection was combined with a Bagging–REPTree (decision tree) regressor in order to reduce the large dimensionality of the challenge feature set. The authors report minimum RMSEs of 10.22 for the AVEC 2013 development set and 9.78 for the AVEC 2013 test set.

The AVEC 2013 and AVEC 2014 papers authored by Williamson et al. used an approach – as discussed in Section 6.3.1 – that in part aimed to exploit changes in coordination across articulators as reflected in formant frequencies (Williamson et al., 2014, 2013). Specifically, the authors investigated changes in correlation that occur at different time scales across formant frequencies and also across channels of the delta-mel-cepstrum. In this approach, channel-delay correlation and covariance matrices were computed from multiple time series channels.

---

$^{10}$ Percentage that the classifier correctly indentifies a pair of random patients in a binary test.

$^{11}$ For AVEC 2014 5 files were replaced from AVEC 2013 due to unsuitable data.

$^{12}$ Feature reduced on properties of training data as opposed to knowledge-driven dimensionality reduction where prior knowledge on vocal phenomena being modelled is used to select relevant features.
Each matrix contains correlation or covariance coefficients between the channels at multiple relative time delays. The approach is motivated by the observation that auto- and cross-correlations of measured signals can reveal hidden parameters in the stochastic-dynamical systems that generate the signals. Changes over time in the eigenvalue spectra of these channel-delay matrices register the temporal changes in coupling strengths among the channels.

For their 2013 challenge entry, Williamson et al. (2013) formed predictors using a feature set based on these eigenvalue spectra – coordination features – and combined them with a feature set involving average phonetic durations, i.e. phonetic-based speaking rates (Trevino et al., 2011). With these coordination- and phoneme-rate-based features, using a specially designed GMM-based regression system (a Gaussian “staircase” regression) and PCA to reduce feature space dimensionality, the authors report minimum development-stage RMSEs of 8.40 for the formant domain, 9.16 for the delta-mel domain, and 9.25 for phoneme-rate features, and an RMSE of 6.46 for the fused predictors. For the test stage of the challenge, the authors report minimum RMSE of 8.50 for the fused predictors.

This approach was fine-tuned and extended for AVEC 2014 (Williamson et al., 2014). The phonetic-based features were expanded to include phoneme-dependent pitch dynamics (pitch slope over each phoneme), as well as the original phoneme-dependent rate feature. The frequency at which a phoneme occurs was also exploited. New coordination-based features were also added, including the correlation between formant frequencies and a cepstral-peak-prominence measure (Heman-Ackah et al., 2003), reflecting coordination between articulators and the vocal source. In addition, a correlation methodology for facial expression, analogous to that for articulatory coordination, was also applied. Specifically, facial features during speaking were derived from correlations across facial action units (Ekman et al., 1980), reflecting coordination of muscle units. The frequency at which a facial action unit occurs was also used. Fusing predictions from their vocal and facial coordination features, and phonetic-based durations and pitch slopes, together with complementary Gaussian “staircase” (used in their AVEC 2013 submission) and an extreme learning machine regressor, Williamson et al. (2014) achieved a best 2014 test set RMSE of 8.12. The advantages of combining both audio and visual information to improve depression score prediction is discussed further in Section 8.1.3.

In the 2013 challenge, Cummins et al. (2013c) employed MFCC/GMM supervectors (Kinnunen and Li, 2009) in combination with either Kullback–Leibler (KL-means) divergence kernel (Campbell et al., 2006), Bhattacharyya Distance based GMM-UBM mean interval kernel (You et al., 2010), or UBM weight posterior probability kernel (Li et al., 2013), which achieved RMSEs of 9.60, 9.56 and 12.01, respectively, on the AVEC 2013 development set. The KL-means, as most consistent performing audio feature in system development, was used as one of the authors’ challenge entries, obtaining a test set RMSE of 10.17. Cummins et al. (2013c) also trialled techniques to remove unwanted acoustic variability in the supervector approach; this is discussed further in Section 8.2.2.

One popular approach to improving system robustness in speaker identification and verification is the i-vector paradigm (Dehak et al., 2011). An i-vector is the result of a linear transformation from a high dimensional supervector space to a low dimensional subspace. This mapping has the property that most of the variability (useful information) present in the supervector space is retained. An issue when using i-vectors for depression prediction is the small amount of training data available to train the mapping. Cummins et al. (2014a) presented an oversampling technique to train there i-vector predictor and report a 2013 development set RMSE of 10.13 and 2014 test set RMSE of 11.58. As part of the AVEC 2014 challenge Senoussaoui et al. (2014) used the TIMIT database (Zue et al., 1990) to supplement their i-vector training and report a best 2014 development set RMSE of 9.37 and 2014 test set RMSE of 11.03.

Mitra et al. (2014), in their AVEC-2014 entry, fused a range of different i-vector systems including standard (MFCC-based) i-vectors, prosodic based i-vectors and modulation based i-vectors in combination with a SVR backend. They report a best 2014 development set RMSE of 7.71, however this approach did not generalise well to the test set where it gave a RMSE of 11.10. The authors speculate their lack of generalisation was due to their strategy for training fusion weights (Mitra et al., 2014). The systems presented by Cummins et al. (2014a), Senoussaoui et al. (2014) and Mitra et al. (2014) all struggled to generalise well to their respective test set; challenges in minimising nuisance effects for depressed and suicidal speech is discussed in depth in Section 8.2.2.

Results presented by Cummins et al. (2013c) indicate that this phonetic variability is a strong confounding factor for Depression Score Prediction, similar results have been reported in emotion recognition (Sethu et al., 2008). Therefore comparing system performance between many of the AVEC papers is not a straightforward as doing a direct comparison of the reported RMSE. This is due to the differing phonetic content between files. Cummins et al. (2014a, 2013c), Kaya et al. (2014b) and Valstar et al. (2013) all used the entire provided AVEC 2013 files, which varied greatly in length and contained a mix vocal exercises, free and read speech tasks, noting also that not all files include all tasks. Williamson et al. (2013) reduced phonetic variability present in AVEC 2013 by isolating a read passage taken from the novel Homo Faber by Max Frisch.

In AVEC 2014, the challenge organizers provided only two passages from each session: the read passage Die Sonne und der Wind and a free response speech passage. The AVEC 2014 baselines were set using the free response
passages. Williamson et al. (2014) used the read passage to obtain their articulatory coordination features, and used both passages to obtain their phoneme-based features. They also used both passages for obtaining facial action unit frequency features, and the free response passage for their facial coordination features. Whilst Kaya et al. (2014a), Mitra et al. (2014) and Senoussaoui et al. (2014) combined information from the free response and read passage when making their prediction. The role of speech elicitation when classifying or predicting depression is discussed further in Section 8.1.2.

Recently, Höning et al. (2014) compared the performance of brute-forcing to both a knowledge-driven data feature selection, and data-driven feature selection methodologies when performing score level prediction. Using ridge regression and a 4-fold speaker-independent cross fold validation set-up, the authors report average cross fold correlations – between the predicted and reference values – of 0.44 for brute-forcing, 0.39 for the knowledge-driven selection, 34 features which had previously been found suitable for modelling speaker fatigue, and 0.36 for the data-driven feature selection, 34 features chosen using a greedy forward search algorithm. The authors also report a similar set of correlation coefficients when dividing their dataset in terms of gender report correlations of 0.42 (brute), 0.36 (knowledge) and 0.31 (data) for females and 0.40 (brute), 0.39 (knowledge) and 0.39 (data) for males. The weaker performance of the data driven approach in the combined task highlights that using “black-box” techniques to narrow down feature sets can potentially result in a set of features which bear little physiological relevance to the vocal phenomena being modelled (Sundberg et al., 2011).

7.2. Automatic classification of suicidal speech

Several investigations, (France et al., 2000; Ozdas et al., 2004a; Yingthawornsuk et al., 2007, 2006), have investigated the discriminatory characteristics of speech features, in a pairwise classification set up, for determining if a speaker is in either a depressed, suicidal or neutral (control) mental state. Whilst all the papers report promising classification accuracies a major limitation of these papers, as discussed in France et al. (2000) and Ozdas et al. (2004a) and Section 6.4.2, is the fact the results are reported on datasets containing large variance in recording setups making it difficult to assess the true accuracy of the systems reported.

To the best of the author’s knowledge, the work undertaken by France et al. (2000) is the first to investigate the automatic classification of suicidal voices using acoustic analysis. In this paper the authors hypothesise that both depressed and suicidal speech is characterised by a flattened spectrum. Using formant and power spectral density measures in combination with a Quadratic Classifier, the authors were able to discriminate between male control voices and suicidal voices with an accuracy of 80%.

In a follow-up study Ozdas et al. (2004a) investigated the discriminatory potential of source measures for differentiating control, depressed and suicidal voices. When using spectral slope in combination with a maximum likelihood binary classifier accuracies of 90% (depressed/control: Sens. 0.90, Spec. 0.90), 75% (depressed/suicidal: Sens. 0.90, Spec.0.60) and 60% (suicidal/control: Sens. 0.50, Spec. 0.70) were reported. For jitter, again in combination with a maximum likelihood classifier, accuracies of 65% (depressed/control: Sens. 0.70, Spec. 0.60), 60% (depressed/suicidal: Sens. 0.50, Spec. 0.70) and 80% (suicidal/control: Sens. 0.70, Spec. 0.90) were also reported. However, when combing the two features only the classification accuracy for the suicidal/control groups improved (85%: Sens. 0.80, Spec. 0.90) beyond the spectral slope results. Given the lack of standardization in the datasets and difficulty in using jitter as a diagnostic measure (Section 6.2) the results on this feature are hard to interpret. However, the strong performance of the spectral slope features combined with statistical analysis reported in the paper showing a decrease in spectral slope with increasing levels of suicidality and depression these results do match the hypothesis of spectral flattening reported in France et al. (2000).

Two papers, led by Yingthawornsuk, from the same research group have examined the spectral properties of male control,13 depressed and suicidal voices (Yingthawornsuk et al., 2006) and female depressed and suicidal speech (Yingthawornsuk et al., 2007). Yingthawornsuk et al. (2006) analysed the voiced power distribution spectral density (PSD) features and reported high accuracy using interview style speech; 94% (depressed/control: Sens. 0.94, Spec. 0.94), 77% (depressed/suicidal: Sens. 0.89, Spec. 0.63) and 85% (suicidal/control: Sens. 0.91, Spec. 0.76). Yingthawornsuk et al. (2007) identified the location and bandwidth of $F_2$ as well as the PSD between 0–500 Hz and 500–1000 Hz as having good discriminatory power for a database consisting of 10 female depressive and 10 female pre-suicidal voices. Using these features in a logistic regression classifier, classification accuracies of 90% (Sens. 0.89, Spec. 0.92) using read speech samples and 85.75% (Sens. 0.89, Spec. 0.80) using interview style were achieved. It is not clear in either paper whether the cross-validation procedure utilised resulted in speaker-independent testing.14 Both results presented are consistent with the spectral flattening hypothesis presented in France et al. (2000).

Scherer et al. (2013a), using a set of 16 adolescent speakers (8 suicidal and 8 age and gender matched controls) collected under more controlled recording conditions, compared the accuracy of HMM and SVM classifiers, using leave-one-out speaker cross validation. The HMM’s had three states containing three mixtures per state

13 Control samples were taken from patients in remission from associated suicidal prevention study.
14 Speech samples from the same speaker present in both training and testing partitions.
employing a full transition matrix. To take advantage of the sequential and dynamic characteristics present in the data, the HMM’s were trained using all frames extracted from each utterance. The SVMs, on the other hand, were trained on the median and standard deviations functionals calculated from all frames extracted from each utterance. Using a front-end of 12 extracted prosodic and voice quality features maximum accuracies of 81.25% and 75% for the HMM and SVM classifiers were reported respectively. For both classifiers all misclassifications were false negatives (suicidal adolescent misclassified as non-suicidal).

7.3. Classification and prediction: where to next?

In general, many of the papers discussed in Section 7 use techniques and systems designed and developed originally for automatic speech, speaker or (unrelated) paralinguistic recognition tasks. Whilst this is not an inappropriate approach for depressed and suicidal speech analysis – indeed the papers discussed represent an excellent set of baselines for future studies to compare against and future research using (future) methods from other speech-based disciplines may lead to a set of markers with clinical utility – it is also a potentially limiting approach. An example of this can be highlighted by considering a simple classifier built using a MFCC front-end and a generic back end. As speech affected by depressed and suicidality has a wide range of associated and sometimes conflicting vocal effects (Section 6) and detailed spectral features are representative of all the information contained in speech (Section 6.4), it seems unlikely that a classifier this simple could ever achieve 100% accuracy.

Therefore to increase the likelihood of finding a (set of) speech-based markers with clinical utility for depression and suicidality it is also important for the research community to move into more focused – hypothesis driven – research, where specific aspects of the effects of depression and suicidality on speech are considered in system design. The next section focuses on some of the main future challenges and research directions relating to a more specific approach towards an objective marker of depression or suicidality.

8. Future challenges and research directions

A major limiting factor in the search for a suitable speech based markers of either depression or suicide is the comparatively small, both in terms of number of speakers and duration, sizes of the datasets used to generate the findings discussed in Sections 6 and 7. This size limitation raises issues relating to validity, and generalisability (Douglas-Cowie et al., 2003). These issues are potentially further confounded by issues relating to the relative strength of different sources of variability in speech. Given that linguistic communication is the primary aim of speech and the comparatively high classification accuracies of other speech-based tasks; i.e. speaker recognition and other paralinguistic tasks, such as age and gender recognition (Schuller et al., 2013), when compared to the accuracy of many mental state systems it seems reasonable to assume depression and suicidality have a low degree of variability in speech i.e. between-class (Low or Control versus High level of depression or suicide risk) acoustic variability is diluted by linguistic information and speaker characteristics.

Therefore, future challenges in finding a speech-based marker of either depression or suicide proposed herein relate to improving the generalisability of our findings through greater research collaboration and cooperation (Section 8.1) and in researching techniques and strategies to highlight more of the acoustic variability and discriminatory information due to depression and suicidality in speech (Section 8.2). We note that because it is arguably the more established field, Sections 8.1 and 8.2 are focused more towards depression research; the collection of suitable data to build on the findings discussed in Sections 6 and 7 is the number one challenge in suicidal speech research.

8.1. Need for greater research collaboration and cooperation

To find valid clinical speech-based markers for either depression or suicide there is a need for greater research collaboration and cooperation. Generalising findings across a range of datasets can only help uncover a true objective mental state marker. The authors have identified three major factors to help facilitate this: (1) the need for sharing both datasets and code and the need for greater transparency in published results, (2) a more standardised approach to data collection and (3) collaboration with practicing clinicians and healthcare providers to help validate the usefulness and benefits of behavioural markers in clinical settings.

8.1.1. Sharing and transparency

To facilitate greater research collaboration we encourage sharing of data and code needed to extract novel features. The recent Audio/Visual Emotion Challenge (AVEC) datasets (Section 5) is an excellent collaborative resource, allowing for comparisons of a wide range of multimodal score level prediction approaches under well-defined and strictly comparable conditions (Valstar et al., 2014, 2013). The authors recognise that due to the sensitive and often personal nature of mental state related datasets, ethical constraints make it justifiably hard to share speech data in its raw form. Therefore we recommend that researchers who are starting in the field include a provision in any ethics applications about sharing a minimum of audio features in a form from which the raw data cannot be reconstructed, such as MFCC’s or formants with unvoiced frames already removed. Researchers active in the field can also significantly aid collaboration efforts by sharing and running code from other research groups.
As direct research collaboration is not always possible, including a precise description, or full referencing, for the extraction of the audio features used and a full system configuration description when publishing results helps ensure reproducibility by other research groups. System configuration information could include coefficient values, class divisions, classifier (model) used, scoring or classification technique and a clear definition of training and test partitioning or cross-fold-validation technique used including information relating to the speaker independence of class, test and training divisions. When reporting results in terms of classification accuracy, publishing statistical measures of performance such as sensitivity and specificity or $F_1$ measures is highly recommended.

8.1.2. Standardisation of data collection

Whilst research goals will dictate the final make-up of any data collection paradigm, in this section we discuss issues relating to the standardisation of data collection including issues to consider when constructing a new database (Fig. 3); establishing a “ground truth”, a consistent – in terms of equipment – recording set up, eliciting suitable speech samples, and potential advantages of collecting both extra clinical information relating to sub-symptom severity and extra behavioural, physiological and biological markers in parallel with audio data. We conclude this subsection by drawing attention to possible researcher health effects related to the collection and annotation of data.

8.1.2.1. Ground truth:

Due to the multi-dimensional nature of depression and suicidal risk assessment tools and differences in symptoms analysed and weighting when calculating overall severity or risk, the choice of assessment methodology will affect the results of any behavioural marker based study of mental state. When choosing a clinical scale for a new project, researchers should select a commonly used scale with clinical validity and be aware of both the strengths and weaknesses of their chosen scale and how these factors could affect their study.

8.1.2.1.1. Clinician-led or self-reported: These are many factors to consider when deciding between either a clinician assessed or self-reported measure. Clinicians are thought to measure depressive severity and suicide risk more accurately, but are more time intensive. Self-rated scales are quicker and potentially more sensitive to detect changes than clinician-rated scales in milder forms of depression; they require minimal reading skills, are open to errors due to patient familiarity and require a patient’s willingness and cooperation to complete.

8.1.2.1.2. Class divisions: Another factor relating to clinical assessment is class division for classification or statistical analysis. Given the ordinal nature of mental state scales, we recommend removing moderate speakers when forming low or high classes; i.e. if using the HAMD scale, a low class could consist of speech samples from the Normal and Mild categories (HAMDtotal ≤ 13) and a high class could consist of speech samples from the Severe and Very Severe categories (HAMDtotal ≥ 19). For a study which seeks to find behavioural markers for the detection of someone as clinically depressed (as opposed to a severity level) the collection of an age and gender matched control group consisting of individuals who are not clinically depressed or at a high suicidal risk with no family history of mental illness could be beneficial.

Fig. 3. Issues relating to standardization of data collection; increased standardization can help address validity and generalisability concerns when eliciting speech-based markers of mental state.
8.1.2.3. Participant medication: The presence of medication in a speech based dataset is a strong confounding factor. Common side effects which effect speech production associated with antidepressant medication include dry mouth (inadequate saliva production), fatigue, tremors and agitation (Crawford et al., 2014; Kikuchi et al., 2012). Dyskinesia (involuntary muscle movements) is also associated with antipsychotic medication (De Hert et al., 2012). Whilst exclusion of medicated participants is the simple solution to these effects, this might not be in-line with the research aims of a given study, therefore disclosure of medication present or disclosure of unknown medications in a dataset should be given in relevant papers.

8.1.2.2. Recording set-up: To minimise channel related effects, consistency is needed with the microphone and recording equipment used throughout the data collection. The negative effect of varying channel characteristics and techniques to mitigate the effects are widely studied in speaker recognition, (Kenny et al., 2008; Kinnunen and Li, 2009) and discussed further in relation to mental state in Section 8.2. Source and energy based measures are susceptible to errors relating to differing sound pressure levels (Orlikoff and Kahane, 1991) therefore there is a need to help ensure a consistent distance from the speaker’s mouth to the microphone. Non wearable microphones such as a desk mounted microphone could be susceptible to errors from slumped body posture as well as other effects relating to differing sound pressure levels from the microphone. Non wearable microphones such as a desk mounted microphone could be susceptible to errors from slumped body posture as well as other effects relating to differing sound pressure levels from the microphone.

8.1.2.3. Speech elicitation: Speech contains a wide variety of acoustic information variability, which arises primarily due to speaker characteristics, channel effects and phonetic content. Therefore, successfully identifying a speech-based marker of mental state will potentially be influenced in part by the paradigm the speech data was collected under.

8.1.2.3.1. Longitudinal: Due to differences in speaker characteristics and the individuality of speaking styles in combination with the wide profile of either, longitudinal data collection is recommended. Through the collection of multiple recordings per speaker from a wide range of speakers over the period of many months, in combination with clinical treatment, insights could be gained into how individual, as well as group, speech characteristics change in response to treatment. Further, longitudinal data allows collection of potentially multiple classes within the same speaker (Clinical categories associated with assessment tool, Section 2.2.1), allowing reduction of the speaker variability effects (Section 8.2.2).

8.1.2.3.2. Vocal tasks and speech types: The behaviour of speech produced by depressed individuals has been shown to vary due to the negativity of conversational content (Vanger et al., 1992) or cognitive effort required (Calev et al., 1989) regardless of their level of depression. Therefore, read speech and vocal exercises, despite having the advantage of being able to offer specific phonetic extraction with minimal variability, may not strongly reflect the acoustic effects of depression. This effect has been reported in Alpert et al. (2001), Ellgring and Scherer (1996), Nilsonne et al. (1987) and Stassen et al. (1991). Using free speech negates practise effects and potentially allows for a greater range of induced emotional effects, such as asking participants to describe events that has aroused significant emotions, McIntyre et al. (2009) but is more phonetically varied, meaning greater effort may be required to isolate suitable speech segments for acoustic analysis. Many participants in AVEC 2014 found the free-form data offered greater predictor performance over the read passage (Gupta et al., 2014; Perez et al., 2014; Senoussaoui et al., 2014; Sidorov and Minker, 2014; Valstar et al., 2014). Ideally, as each has a different range of advantages, a mix of read speech, vocal exercises and free response speech should be collected.

8.1.2.3.3. Mood induction: Negative affect and participant engagement potentially play an important role in identifying speech-based markers, whilst an individual’s range and ability to exhibit emotional responses are inhibited during depression (McIntyre et al., 2009): depressed patients show a specific failure to impair inhibitions relating to negative information (Goeleven et al., 2006). McIntyre et al. (2009) present a mood induction paradigm that includes watching affective video clips, watching and rating pictures from the International Affective Picture System (Lang et al., 2005), reading sentences containing affective content and asking participants to describe events relating to significant emotions. Negative Priming tasks, in which participants are required to respond to the target stimuli by evaluating it as negative or positive, while ignoring distracter stimuli could also be used, commonly used stimuli include emotional words (Joormann and Gotlib, 2008) or pictures (Goeleven et al., 2006). Note: even without a mood induction paradigm it is possible – due to the nature of depression and suicidality – to inadvertently induce anxiety, annoyance or anger within participants during the collection process, reducing the usefulness of results found when transferring them to non-research daily life speaking settings. This could also have an undue influence on longitudinal within-subject studies where improvements in speech are due to increased ease with the recording paradigm as opposed to any reduction in depression or suicidality level. The use of virtual agents in the data collection, to create the exact same experience in different participants is one possible solution to mitigating unwanted mood effects.

8.1.2.3.4. Interviewer bias and virtual human interviewers: Virtual humans hold several advantages over their natural counterparts in regards to eliciting suitable speech data (Hart et al., 2013). The involvement and use of virtual humans increases the available level of control for the investigators or clinical personnel over the assessment process and the presentation of stimuli (e.g. questions with positive or negative affect); the virtual human’s behaviour can be controlled to the slightest detail and no behavioural bias is introduced into the interview process. This level of...
control bears potential advantages for the comparability between studies and subjects over common human to human assessment interview corpora, which may comprise interviewer-induced biases. Further, findings suggest that virtual humans can reduce the stress and fear associated with the perception of being judged, and thereby, lower emotional barriers to seeking help (Hart et al., 2013). Virtual humans have also been studied within the context of schizophrenia, depression, and autism (Kim et al., 2009; Ku et al., 2006; Robins et al., 2005; Scherer et al., 2013d).

Another potential benefit of using virtual human interviewers is that researchers may be able to get more, or richer, samples of speech than with real human interviewers. Interacting with a virtual human can increase participants’ willingness to say more. In particular, an investigation of the effects of framing the character as human-controlled or autonomous showed that participants felt more comfortable disclosing personal information with a character that was framed as autonomous than when it was framed as human-controlled (Gratch et al., 2014). Specifically, participants reported experiencing lower fear of negative evaluation and engaged in less impression management when the character was framed as autonomous than when it was framed as human-controlled (Gratch et al., 2014). In fact, the actual method of data collection (i.e. human-controlled versus automated agent interviews) had no impact on fear of negative evaluation or impression management, but participants who believed they were interacting with a human versus a computer felt the effect of both fear of negative evaluation and impression management.

In recent investigations, DeVault et al. (2014), a virtual human has already been used in depression screening interviews. These virtual human interviews comprise the distress assessment interview corpus (DAIC) that has been used in several investigations to assess nonverbal behaviour indicative of depression. In particular, researchers have thoroughly investigated visual nonverbal behaviour (Scherer et al., 2013d; Stratou et al., 2014), voice quality characteristics (Scherer et al., 2013b), verbal and temporal characteristics (DeVault et al., 2013) as well as multimodal behaviour descriptors of depression and PTSD (Scherer et al., 2013c; Zhou et al., 2013).

8.1.2.4. Additional clinical information and modalities: Given the wide clinical profile of both conditions, significant benefits in could be found through either the fusion of a multimodal set of behavioural markers - provided of course that the different modalities are sufficiently diverse – or through analysing the relationships between different vocal features and individual symptoms of depression or suicidality may prove advantageous (Section 8.2.2) in which case it may be advantageous to collect clinical information relating to sub symptoms of either condition.

8.1.2.4.1. Sub-symptom clinical information: Assessment scales such as CORE (Parker and Hadzi-Pavlovic, 1996) or the Beck Anxiety Inventory (Beck et al., 1988), which assess an individual’s level psychomotor retardation (PMR) and anxiety respectively, could be collected in concurrence with depression assessment information. There are a range of objective tests to independently assess a patient’s level of PMR and cognitive load; such as the trail making task or digit symbol substitution test drawing tasks for PMR (Buyukdura et al., 2011) and the Stroop test (Stroop, 1935), Sternberg recognition task (Oberauer, 2001) or memory span tests (Conway et al., 2005) for cognitive load. The Cambridge Automated Neuropsychological Test Battery (Buyukdura et al., 2011) provides a range of objective motor performance and cognitive test which have been shown to be useful for evaluating neurocognitive disturbances in depression (Sweeney et al., 2000; Weiland-Fiedler et al., 2004).

8.1.2.4.2. Other biological, physiological and behavioural measures: Multimodal affect recognition is a well-established field; D’Mello and Kory (2012) analysed 30 different published studies which analysing facial expressions, acoustic–prosodic cues, body movements, postures, gestures, physiological signals such as EEG and biosignals for both unimodal and multimodal affect detection. Results indicated that, on average, multimodal systems offer an 8% relative improvement over unimodal systems. Initial studies have indicated the advantages of combining speech with visual information (Cummins et al., 2013c; Joshi et al., 2013; Kaya and Salah, 2014; Scherer et al., 2013d). Many participants in AVEC 2014 found fusing audio and visual information improved their predictor accuracy (Gupta et al., 2014; Kaya et al., 2014a; Pérez et al., 2014; Senoussaoui et al., 2014; Sidorov and Minker, 2014; Williamson et al., 2014).

Further advantages may be found in fusing non-acoustic and prosodic features present in depressed or suicidal speech. Linguistic analysis reveals more negative content in depressed speech (Segrin, 2000), whilst a wide range of disfluencies, changes in non-linguistic verbalizations such as laughter and increases in speaker-switch disfluencies during clinical interviews are all reported with increasing levels of speaker depression (Alghowinem et al., 2012; Cohn et al., 2009; DeVault et al., 2013; Navarro et al., 2014; Yang et al., 2012). A small number of studies have shown that fusing bio-signals with acoustic information (Kim, 2007) or prosodic information (Fragopanagos and Taylor, 2005) improves emotion recognition accuracy, beyond that found using each modality separately. As well as visual information (including information relating to facial, head, body and eye movements), blood samples, saliva samples and bio-signals such as electromyogram, electrocardiogram and skin conductivity could also be considered.

8.1.2.5. Warning: risk to investigators: There is a range of potential health risks to investigators associated with collection of severely depressed and suicidal data. Direct interactions with depressed and suicidal individuals during
collection or subsequent exposure to recorded data during tasks such as annotation can lead to researcher health risks including vicarious trauma and depression. This risk is magnified in researchers from non-clinical backgrounds, who might be unfamiliar with either condition. There is considerable anecdotal evidence suggesting that a range of adverse effects can be experienced by investigators following exposure to collected depressed and particularly pre-suicidal speech. Current best practise the authors are aware of includes the following risk reduction measures: (i) explaining risks upfront to investigators; (ii) minimising listening exposure to raw speech data as much as possible, particularly for suicidal speech; (iii) commencing any research involving listening to the data with one or two typical sessions of listening, followed by a consultation with a suitably qualified health professional, e.g. a trauma psychologist. This professional should then provide guidance and restrictions on any ensuing listening; (iv) limiting the amount of listening on any given day; (v) providing qualified clinical assistance (e.g. counselling, general practitioner or psychologist) on an as-needed basis to investigators; (vi) avoiding the use of headphones while listening; and (vii) logging the hours spent listening and discussing the listening regularly with other investigators. These practices may be even more imperative where the data comprise video rather than audio-only recordings. These practices may be slightly less imperative when the recorded language is unfamiliar to the listener, however caution is still urged.15

8.1.3. Dissemination

Future research should additionally seek to incorporate the collaboration with practicing clinicians and healthcare providers, who are potential customers of the proposed technology. Hence, future research endeavours should actively seek to validate the usefulness and benefit on clinical assessment accuracy and clinical training of the quantified acoustic, multimodal, dyadic, and longitudinal behavioural observations in clinician centred user studies. Researchers should not lose focus on the use of the developed technology that should ultimately aim to support clinicians during practice with objective observations about a patient’s behaviour and the behavioural development over time. For example, this new technology could assist doctors during remote telemedicine sessions that lack the communication cues provided in face-to-face interactions. Automatic behaviour analysis can further add quantitative information to the interactions such as behaviour dynamics and intensities. These quantitative data can improve both post-session and online analysis. Further, this technology can lay the ground for novel educational and training material to clinicians in training through access to complementary information.

8.2. Nuisance factors

As previously discussed, it seems reasonable to assume that depression and suicidality have a low degree of variability in speech compared to linguistic information and speaker characteristics. It can be seen from emotion recognition research that these unwanted forms of variability, herein referred to as nuisance factors, place an upper limit on the accuracy of a speech based emotion recognition system (Sethu et al., 2014); again it seems reasonable to assume this limit would apply in depression and suicidality systems (Section 7.3). Given this potential limitation, a key area of future research is investigating nuisance mitigation approaches specific to depressed and suicidal speech.

8.2.1. Sources of nuisance variability

In general when eliciting a speech based marker of depression or suicidality the following sources of nuisance variability can be distinguished: (i) Biological Trait Primitives such as race, ethnicity, gender, age, height, and weight; (ii) Cultural Trait Primitives such as first language, dialect, and sociolect; (iii) Emotional Signals such as anger, fear, and energetic states; (iv) Social Signals such as conversational sounds, intimacy and dominance; and (v) Voice Pathology such as speech disorders, intoxication and respiratory tract infection.

For depression recognition, specific nuisance factors such as speaker characteristics, phonetic content and inter-session (recording setup) variability have all been shown to be strong confounders (Cummins et al., 2014a, 2013c, 2011; Sturim et al., 2011). Another potential source of unwanted variability is the co-existence of other forms of paralinguistic information, relating to symptoms of depression in speech. An example of this nuisance variability can be seen in the AVEC 2013 and 2014 corpora: the challenge organiser were able to run two separate sub-challenges on the same depression dataset, a depression recognition challenge and a prediction of changing affective state challenge (Valstar et al., 2014, 2013).

Three papers led by Cummins highlight the confounding effects of both phonetic content and speaker characteristics. Results presented in Cummins et al. (2011) indicate that feature warping, as a per-speaker feature space normalisation technique (Pelecanos and Sridharan, 2001), offers little to no improvement in a presence of depression classifier. The authors speculate a possible reason for this is the low degree of variability depression has in a speech signal when compared to individual speaker characteristics. Cummins et al. (2013c) demonstrate the effect of the large degree of phonetic variability captured in AVEC 2013 development set. By generating multiple sub-utterances per file, with each sub-utterance differing in phonetic content, the authors show that a wide range of prediction

---

15 The authors from the University of New South Wales are in the process of devising an Occupational Health and Safety scheme in relation to exposure recording of individuals suffering a mental illness. Please contact Julien Epps for further details. Other researchers improving on these practices are encouraged to share their experiences with the research community.
scores can be generated for each file. Cummins et al. (2014a) provide visualisations of an i-vector feature space (Dehak et al., 2011) before and after variability compensation, which suggest that speaker variability is a strong confounding effect when distinguishing between low or high levels of speaker depression.

A further source of nuisance variability stems from the heterogeneous clinical profile of both depression and suicidality. Speech, a highly complex cognitive and muscular action, Section 4.1, is sensitive to not only changes in depressive or suicidality status, but also changes in a range of symptoms commonly associated with both conditions (Table 11). Given that many of the speech features discussed in Section 6 and classification techniques discussed in Section 7 can be used to elicit speech-based information relating to these effects, care is needed in speech based analysis to ensure that the speech changes are due to either depression or suicidality, not just a marker of a related symptom.

### 8.2.2. Nuisance mitigating

Many nuisance mitigation techniques exist from speech and speaker recognition that can help improve robustness against non-ideal acoustic conditions and confounding forms of variability, such as Nuisance Attribute Projection (NAP), i-vectors and Joint Factor Analysis (JFA) (Campbell et al., 2006; Dehak et al., 2011; Kenny et al., 2008). Whilst many of these have had some form of success in other paralinguistic tasks such as factor analysis in age, gender and emotion classification (Li et al., 2013, 2012; Sethu et al., 2013; Xia and Liu, 2012) there have been limited investigations into advantages they might offer depressed classification (Cummins et al., 2014a, 2013c; Senoussaoui et al., 2014).

The application of these techniques may be complicated for both depressed and suicidal speech by comparatively small databases (Sections 5 and 7). Further, depression and suicidal databases often only have examples of one class (i.e. low or high depression but not both) from a single speaker among the training/development data (Cummins et al., 2013b). By comparison, in emotion or speaker recognition, (often balanced) training databases exist with examples of many emotions or recording conditions per speaker (Sethu et al., 2013). This potentially limits the successful application of many standard nuisance mitigation techniques as within-subject effects cannot be systematically measured.

Techniques are needed to improve variability in the paralinguistic information that relates specifically to depression and suicidality: it is this variability that contains the discriminatory information needed to build an accurate classifier or predictor. As discussed in Section 7.3 we encourage hypothesis driven research to improve variability; whilst brute force machine learning approaches offers a potential solution they create systems which are essentially black boxes. Recent research highlights the benefits of a more depression focused approach; both Sturim et al. (2011) and Cummins et al. (2014a) introduce new approaches for analysing the effect of depression in the MFCC/GMM representation of acoustic space. Williamson et al. (2013) introduced a novel and promising approach to analysing articulator coordination, winning the AVEC 2013 Depression sub challenge.

Sturim et al. (2011) enhanced a MFCC/GMM system by using a Wiener filtering factor analysis method to successfully reduce the effects of both speaker and intersession variability when classifying the severity of depression. Using the Mundt 2007 dataset in a 2-class gender independent set up, the authors report absolute reductions in EER of ~21% and ~29% for the male and female systems respectively when using this technique compared to a uncompensated equivalent. Cummins et al. (2014a) proposed a novel method for measuring acoustic volume – a GMM-based measure that is reflective of the decreasing spectral variability commonly reported with depressed speech (Section 6.4.1). The authors use this technique to demonstrate, with statistical significance, that MFCC

### Table 11
Examples of symptoms of depression and suicidality that affect speech production and are measurable using many of the features and techniques discussed in this paper.

<table>
<thead>
<tr>
<th>Effect</th>
<th>Depression</th>
<th>Suicide</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Anxiety</td>
<td>√</td>
<td>√</td>
<td>Harrigan et al. (2004)</td>
</tr>
<tr>
<td>Agitation</td>
<td>√</td>
<td>√</td>
<td>Weeks et al. (2012)</td>
</tr>
<tr>
<td>Fatigue/Insomnia</td>
<td>√</td>
<td>√</td>
<td>Hönig et al. (2014)</td>
</tr>
<tr>
<td>Working memory impairments</td>
<td>√</td>
<td>×</td>
<td>Krajewski et al. (2012), Vogel et al. (2010)</td>
</tr>
<tr>
<td>PMR</td>
<td>√</td>
<td>√</td>
<td>Yap et al. (2010)</td>
</tr>
<tr>
<td>Low mood</td>
<td>√</td>
<td>×</td>
<td>Cummins et al. (2013a)</td>
</tr>
<tr>
<td>Strong negative affect or</td>
<td>√</td>
<td>√</td>
<td>Quatieri and Maly ska (2012)</td>
</tr>
<tr>
<td>Intense affective states</td>
<td>×</td>
<td>√</td>
<td>Trevino et al. (2011)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Ververidis and Kotropoulos (2006)</td>
</tr>
</tbody>
</table>

---

16 Equal Error Rate; the rate at which both acceptance (recognising a condition as present when it is not) and rejection (failing to recognise condition present) errors are equal.
feature space becomes more tightly concentrated with increasing levels of speaker depression.

Williamson et al. (2013), who investigated changes in correlation that occur at different time scales across both formant frequencies and channels of the delta-mel-cepstrum (Section 7.1.3), employed an approach that provides information relating to coordination in vocal tract articulation whilst reducing the effects of a slowly-varying linear channel introduced by intersession variability. Further, their Gaussian “staircase” regression system, by first assigning a given test vector a probability relating to a partition of BDI before using univariate regression with the relating test statistics to assign a final score, offers a potential solution to dealing with the ordinal nature of mental state assessments (Section 7). Finally the system is composed of multiple Gaussian’s it provides a familiar platform for feature fusion and Bayesian Adaption.

Another promising nuisance mitigating approach is to use the variability relating to the homogeneous clinical profile of depression and perform fine grained analysis of the relationships between different prosodic and acoustic features at the symptoms level of depression (Horwitz et al., 2013; Quatieri and Malyska, 2012; Trevino et al., 2011). The effects of PMR on energy and spectral-based features is a well-established area of research (Section 6.4.1), however, recent studies have revealed potentially strong relationships between prosodic, source and formant features and individual HAMD items. Trevino et al. (2011) report significantly stronger correlations between their combined phoneme rate measure, Section 6.1.1, and individual HAMD items such as PMR and low mood, when compared to correlating the same measure with the total HAMD score. Quatieri and Malyska (2012) report significant positive correlation between jitter, shimmer and pitch variance with HAMD-PMR and significant negative correlations with aspiration and energy variance again with HAMD-PMR. Similarly Horwitz et al. (2013) report strong negative correlation between speech rate and formant measures with low mood and for F1 velocity, in particular significant negative correlation with PMR and positive correlation with agitation. Given these strong relationships, continued research into the behaviour of speech at the symptom levels can potentially provide a set of speech markers which encompass all manifestations of depression.

9. Concluding remarks

Both the diagnosis of depression and assessment of suicide risk are difficult and time consuming tasks; success often relies on the skill and experience of a clinician in eliciting suitable diagnostic information from a patient whom by definition will have impaired outlook and motivation. There is a real need for a simple, low cost, automated and objective diagnostic aid for use in both primary care settings and specialist clinics. Such a tool could be a game changing in terms of patient monitoring; providing immediate feedback and therapeutic mental health advice reducing the strain current diagnostic methods place on medical systems. Further, it could help in improving the quality of life of someone suffering from or susceptible to mental illness. Given the wide clinical profile of both conditions seems unlikely that a single biological, physiological and behavioural marker will be found; the best solution is most likely a multifaceted approach carefully built classifiers sensitive to individual items from a depression or suicidal scale. The findings of this review suggest that speech will be a key component in the search for an objective marker.

The primary aim of this paper was to discuss the effects of depression and suicidality on speech characteristics and review investigations into the automatic analysis of speech as a predictor of either condition. To achieve this we also discussed; current diagnostic and assessment methods, a range of potential (non-speech) biological, physiological and behavioural markers and the expected physiological and cognitive effects of either condition on speech production. As the validity and generalisability of findings discussed in this review rest upon them, we also reviewed the characteristics of depressed and suicidal speech databases currently used in this field of research. We finished by discussing future challenges and directions associated with finding a speech-based marker of either depression or suicide focusing on the need for greater research collaboration including dissemination into clinical practise, the standardisation of depressed and suicidal speech data collection and investigating into nuisance mitigation approaches specific to depressed and suicidal speech.

The smaller sizes of many depression and suicidal speech data represent a major challenge in improving the validity and generalisability of many of the findings discussed in this review. As database sizes increases our understanding of the limit in accuracy a speech-based system can achieve, as well as the system design needed to achieve this limit, will also increase. If speech can be used as a useful clinical marker the then it can be deployed in a lot of contexts such as remote monitoring using a telephone or Voice-over-Internet Protocol based system for susceptible individuals whilst dissemination into clinical practise could open up new areas of clinical research such as new diagnostic aids and training aids. A combination of growing size of databases, increases in research collaboration – especially dissemination into clinical practise – and more hypothesis driven research should lead to significant advances in this fascinating and potentially lifesaving application of speech processing.

Acknowledgements

The work of Nicholas Cummins and Julien Epps is supported by National ICT Australia, funded by the Australian Government as represented by the Department of Broadband, Communication and the Digital Economy and the Australian Research Council through the ICT Centre of Excellence program. Julien Epps is also supported by the Australian Research Council through Discovery Projects DP110105240 and DP120100641. The work of
Appendix A. Although the HAMD form lists 21 items, the scoring can be based on the first 17 items.

0–7 = Normal
8–13 = Mild Depression
14–18 = Moderate Depression
19–22 = Severe Depression
>23 = Very Severe Depression

<table>
<thead>
<tr>
<th>1. Depressed mood</th>
<th>2. Feelings of guilt</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Gloomy attitude, pessimism about the future, feeling of sadness, tendency to weep)</td>
<td>0 = Absent</td>
</tr>
<tr>
<td>0 = Absent</td>
<td>1 = Self-reproach, feels he/she has let people down</td>
</tr>
<tr>
<td>1 = Sadness, etc.</td>
<td>1 = Ideas of guilt</td>
</tr>
<tr>
<td>2 = Occasional weeping</td>
<td>3 = Present illness is a punishment; delusions of guilt</td>
</tr>
<tr>
<td>3 = Frequent weeping</td>
<td>4 = Hallucinations of guilt</td>
</tr>
<tr>
<td>4 = Extreme symptoms</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3. Suicide</th>
<th>4. Insomnia – Initial</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 = Absent</td>
<td>(Difficulty in falling asleep)</td>
</tr>
<tr>
<td>1 = Feels life is not worth living</td>
<td>0 = Absent</td>
</tr>
<tr>
<td>2 = Wishes he/she were dead</td>
<td>1 = Occasional</td>
</tr>
<tr>
<td>3 = Suicidal ideas or gestures</td>
<td>2 = Frequent</td>
</tr>
<tr>
<td>4 = Attempts at suicide</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>5. Insomnia – Middle</th>
<th>6. Insomnia – Delayed</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Complains of being restless and disturbed during the night. Waking during the night)</td>
<td>(Waking in early hours of the morning and unable to fall asleep again)</td>
</tr>
<tr>
<td>0 = Absent</td>
<td>0 = Absent</td>
</tr>
<tr>
<td>1 = Occasional</td>
<td>1 = Occasional</td>
</tr>
<tr>
<td>2 = Frequent</td>
<td>2 = Frequent</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>7. Work and interests</th>
<th>8. Retardation</th>
</tr>
</thead>
<tbody>
<tr>
<td>0 = No difficulty</td>
<td>(Slowness of thought, speech, and activity; apathy; stupor.)</td>
</tr>
<tr>
<td>1 = Feelings of incapacity, listlessness, indecision and vacillation</td>
<td>0 = Absent</td>
</tr>
<tr>
<td>2 = Loss of interest in hobbies, decreased social activities</td>
<td>1 = Slight retardation at interview</td>
</tr>
<tr>
<td>3 = Productivity decreased</td>
<td>2 = Obvious retardation at interview</td>
</tr>
<tr>
<td>4 = Unable to work. Stopped working because of present illness only.</td>
<td>3 = Interview difficult</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>9. Agitation</th>
<th>10. Anxiety – psychic</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Restlessness associated with anxiety.)</td>
<td>0 = No difficulty</td>
</tr>
<tr>
<td>0 = Absent</td>
<td>1 = Tension and irritability</td>
</tr>
<tr>
<td>1 = Occasional</td>
<td>2 = Worrying about minor matters</td>
</tr>
<tr>
<td>2 = Frequent</td>
<td>3 = Apprehensive attitude</td>
</tr>
</tbody>
</table>

| 4 = Fears | |
11. Anxiety – somatic
(Gastrointestinal, indigestion, Cardiovascular, palpitation, Headaches Respiratory, Genito-urinary, etc.)
0 = Absent
1 = Mild
2 = Moderate
3 = Severe
4 = Incapacitating

12. Somatic symptoms – gastrointestinal
(Loss of appetite, heavy feeling in abdomen; constipation)
0 = Absent
1 = Mild
2 = Severe

13. Somatic symptoms – general
(Heaviness in limbs, back or head; diffuse backache; loss of energy and fatiguability)
0 = Absent
1 = Mild
2 = Severe

14. Genital symptoms
(Loss of libido, menstrual disturbances)
0 = Absent
1 = Mild
2 = Severe

15. Hypochondriasis
0 = Not present
1 = Self-absorption (bodily)
2 = Preoccupation with health
3 = Querulous attitude
4 = Hypochondriacal delusions

16. Weight loss
0 = No weight loss
1 = Slight
2 = Obvious or severe

17. Insight
(Insight must be interpreted in terms of patient’s understanding and background.)
0 = No loss
1 = Partial or doubtfull loss
2 = Loss of insight

18. Diurnal variation
(Symptoms worse in morning or evening. Note which it is.)
0 = No variation
1 = Mild variation; AM ( ) PM ( )
2 = Severe variation; AM ( ) PM ( )

19. Depersonalization and derealisation
(feelings of unreality, nihilistic ideas)
0 = Absent
1 = Mild
2 = Moderate
3 = Severe
4 = Incapacitating

20. Paranoid symptoms
(Not with a depressive quality)
0 = None
1 = Suspicious
2 = Ideas of reference
3 = Delusions of reference and persecution
4 = Hallucinations, persecutory

21. Obsessional symptoms
(Obsessive thoughts and compulsions against which the patient struggles)
0 = Absent
1 = Mild
2 = Severe

Total items 1–17: _______________

Total items 1–21: _______________
Appendix B.

Best Practice in Suicide Assessment reproduced from Bisconer and Gross (2007)

1. Conduct objective rating of suicide behaviour using a standardised instrument.
2. Conduct mental status exam (e.g., assessment of general appearance, behaviour, alertness, orientation, memory, mood, affect, hallucinations, thought processes, thought content, reality testing, speech, eye contact, and sleep and appetite patterns).
4. Evaluate substance use history and current use.
5. Evaluate suicide ideation, intention, plan, lethality of plan, means, immediacy, history of gestures, lethality of previous gestures, family history of suicide, and access to means (e.g., firearms, pills).
6. Evaluate history of parasuicidal behaviour found with persons with borderline personality disorder (e.g., cutting, burning).
7. Evaluate recent losses (e.g., death, relationship, job, recent geographical move).
8. Evaluate social support systems (e.g., social isolation, stressful or dysfunctional relationships).
9. Evaluate health problems, legal problems, and problems with current job or unemployment.
10. Repeat standardised assessment and interview prior to discharge from inpatient and outpatient services.
11. The clinician should consider whether the individual, by nature of his or her gender, ethnic group, age, psychiatric diagnoses, and life circumstances, falls into high-risk statistical categories.
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